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1. Due to the physical limitations such as time-consuming seeks and rotations of microprocessors, performance
improvements for modern microprocessors have significantly lagged behind those of modern disks.

2. Benchmarks show that there is no single disk scheduler that could provide good performance consistently under
varying conditions.

3. Intelligent I/O scheduler techniques are effectively used in self-learning disk schedulers to automate the
scheduling policy selection and optimization processes.

4. In training phase of Per-request scheduler, train the system with sophisticated workloads and build the response
time estimation model.

5. The decision and feedback phase of Per-request scheduler are almost the same as in Feedback Learning; except
that the decision is performed at the request level.

6. Machine learning techniques are effectively used in self-learning disk schedulers for I/O schedulers.

7. Self-learning scheduler provides optimal performance for users across all workloads, file systems, disks, tunable
parameters, and CPUs.

8. An example of quality of service {QoS) - it may associate each workload with a priority number, and the
workloads with higher priority numbers could share larger portions of disk storage size.

9. In training phase of Per-request scheduler, the jump-start method is feed the system with real-world requests and
start decision phase.

10. The training phase makes classification model.
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11, Which method can measure the accuracies of all machine learning algorithms?
(1) SVM (2) Logisticregression (3) K-fold cross-validation (4) naive Bayes classifier

12. Which method is not Classic I/O scheduler?
(1) First-In, First-Out (2) FEarliest Deadline First (3) Shortest Total Access Time First

(4) Two-layer Learning Scheme

13. Which phase in Feedback Learning Algorithm can be used by offline and onlinc?
(1) decisionphase (2) trainingphase (3) feedback phase (4) I/O phase

14. Which machine learning algorithm is omitted in this paper?
(1) SVM (2) Neural networks (3) K-nearest ncighbor algorithm  (4) C4.5 decision tree algorithm

15. Which is not performance data in disk?
(1) Accuracy (2) Workload (3) Throughput (4) Response time



16. Which is not objective for the proposed self-learning scheduler design?
(1) Maximum performance (2) Faimess (3) Accurate classification and tuning
(4) High overhead and fast decision

17. In Feedback Learning Algorithm, which is not used?
(1) Synthetic Workload (2) Response Time (3) Throughput (4) Estimate Response Time

18. Why do disk scheduler?
(1) Provides the higher Response Time and higher Throughput
(2) Provides the higher Response Time and lower Throughput
(3) Provides the lower Response Time and lower Throughput
(4) Provides the lower Response Time and higher Throughput

19. In this figure, which is wrong?
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(1) This can be expected because learning algorithms achieve high accuracy when training data and test data are
identical. | ah | -

(2) Among the five algorithms, the SVM algorithm provides the best accuracy.

(3) Figure shows the accuracies of the five learning algorithms,

{(4) The naive Bayes algorithm has the lowest CPU utilization ratio.

20. In this figure, which 1s right?
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(1) Figure shows the throughput of the six machine learning algorithms.
(2) Self-learning scheduler provide the best throughput.
(3) Figure shows file reading has shorter response time than other workloads.

(4) Figure shows file reading has better accuracies than other workloads
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Fig, 6. Screen shot of the search engine page on the YLibCom website.

BEIH#3H



