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Abstract

The impetus behind Semantic Web research remains the vision of supplementing availability with utility; that is, the World Wide Web provides
availability of digital media, but the Semantic Web will allow presently available digital media to be used in unseen ways. An example of such an
application is multimedia retrieval. At present, there are vast amounts of digital media available on the web. Onee this media gets associated with
machine-understandable metadata, the web can serve as a potentially unlimited supplier for muitimedia web services, which could populate
themselves by searching for keywords and subsequently retrieving images or articles, which is precisely the type of system that is proposed in this
paper. Such a system requires solid interoperability, a central ontology, semantic agent search capabilities, and standards. Specifically, this paper
explores this cross-section of image annotation and Semantic Web services, models the web service components that constitute such a system,
discusses the sequential, cooperative execution of these Semantic Web services, and introduces intelligent storage of image semantics as part of a

semantic link space.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The impetus behind Semantic Web research remains the
vision of supplementing availability with utility; that is, the
World Wide Web provides availability of digital media, but the
Semantic Web will allow presently available digital media to be
used to serve new purposes, an example of which is image
retrieval.

The Semantic Web is an extension of today’s Web tech-
nology; it boasts the ability to make Web resources accessible
by their semantic contents rather than merely by keywords and
their syntactic forms. Due to its well-established mechanisms
for expressing machine-interpretable information, information
and Web services previously available for human consumption
can be created in a well-defined, structured format from which
machines can comprehend, process and interoperate in an open,
distributed computing environment.

This proves to be quite advantageous with respect to data
colleciion; intelligent software entities, or agents, can effec-
tively search the web for items of interest, which they can
determine with new semantic knowledge. For instance, sports
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images or articles can be retrieved from around the web and
processed by the respective web services to enhance a website
in terms of the sheer multimedia content available. In such a
system, the Semantic Web serves as a large, automated image
collection that may be used to populate an annotated image
“gallery” [37]. This image “gallery” would be represented as a
semantic link space that organizes like images together based on
known image semantics; for example, all basketball images
would be grouped as an image network, and so on.

Combining image retrieval with the Semantic Web, however,
is not merely beneficial due to the availability of raw data or the
potential for automated image annotation, but there is also the
added benefit of using a web ontology, or a set of concepts and
their interrelations. By using such ontologies not only to search
for multimedia but also to classify it, the system ensures con-
sistency in terminology, leading to more accurate and precisc
query results.

1.1, The approach
At present, there are vast amounts of digital media available

on the web. Once this media gets associated with machine-
understandable metadata, the web can serve as a potentially
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unlimited supplier for multimedia web services, which could
populate themselves by searching via keywords and subse-
quently retrieving images or articles. This presents a novel
approach to automatic image annotation or classification. In this
case, not only is the annotation done automatically once both
the support vector machine [1] and the Bayesian network are
trained [2], but the source is replenished automatically, as well.

The image annotation task has been decomposed into clas-
sification of low-level, or atomic, concepts and classification of
high-level concepts in a domain-specific ontology. In the general
sense, concepts are atomic if they are terms that can describe
specific objects or image segments. Examples would be ball,
stick, net, and other well-defined objects. High-level semantic
concepts, on the other hand, are used to describe an environment
with a set of existing atomic concepts associated to it. For
example, an image that contains a ball, a net, shoes, and humans
can be described as a basketball game. The framework takes
advantage of this natural gap in semantics, classifying atomic
concepts using support vector machines and high-level concepts
using Bayesian belief networks.

Upon classifying the image, the system would reflect the
image semantics, its features, content, and semantic category, as
part of a semantic link space. Fig. 1 illustrates the layered archi-
tecture. The bottom-most layer represents the original image, and
the layer directly above it will represent the image semantics using
an ontology. The semantic space can thern, as mentioned, prepare
image networks based on the available image semantics, and the
features that correspond to the respective images will constitute
the feature space. As part of the operation interface, a user or a
web agent can query the system, which would search and retrieve
image information from the underlying layer {3,30,4].

1.2. Experimental context

Results have shown that separating atomic classification
from high-level classification improves the Bayesian classifi-
cation by reducing the complexity of the directed acyclic graph
associated with the Bayesian network, This way, image features
are abstracted away and the Bayesian structure includes only
semantic concepts. For atomic classification, we use support
vector machine (SVM).

1.3. Contributions

This paper explores this cross-section of image annotation
and Semantic Web services, models the web service compo-
nents that constitute such a system, discusses the sequential,
cooperative execution of these Semantic Web services, and
presents the technical challenges. The main contributions deal
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Fig. 1. Semantic space architecture.
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with the integration of these new service-building technologies,
the use of two classification methods to separate high-level and
low-level semantic concepts, the hyperlink-based search and
collection of fresh raw images using intelligent web agents, and
of course the representation of key image information in terms
of a semantic link space rather than a local image repository.
Another key contribution is the use of a web ontology as a
multipurpose tool that seamlessly integrates different service
components; the ontology can serve as the Bayesian structure to
classify images, a translator to understand user queries, and an
instructor for agents that gather multimedia. Section 2 presents a
proposed architecture for image annotation using Semantic
Web. Section 3 presents technical challenges and implementa-
tion issues to build a framework for image annotation. Section 4
presents an experimental setup of our systems and results.
Section 5 discusses the related work. Section 6 summarizes the
paper and outlines some future research.

2. Propesed architecture for the pretotype system

The prototype system will consist of an interface through
which users can query the system regarding specific topics (e.g.,
sports domain). This request would be processed by a service
that would retrieve the relevant images and articles from their
respective repositories and present them to the user. The system
contains the central ontelogy (Fig. 2). This ontology will con-
tain detailed information regarding a set of domains (e.g., the
sports domain), specifically the different types of sporis, the
equipment involved, and so on. Moreover, the service ontology
will be continually changing as agents are able to discover more
sports and so on. For example, agents may discover a new sport,
tennis for example, and add it into the ontology. Alternatively,

" agents may find additional gear that is associated to an existing

sport, such as a baseball helmet. However, the system as dis-
cussed in this paper assumes a single ontology without any
ontology merging, which is beyond the scope of this paper.

As depicted in Fig. 2, web agents collect unclassified images
using a hyperlink-based approach in order to build the semantic
link space containing image semantics and classifications; agents
will discard images that cannot be supported by the system.
Supported imdges are segmented into various objects, and the
objects’ features are subsequently extracted, features include hue,
intensity, saturation, and shape. Then images will be annotated
with the help of ontologies (see Section 3.2). Finally, the image
semantics can then be stored as part of the semantic link space
(see Section 3.3).

3. Technical challenges and implementation issues’

To implement such a system involves an integration of several
up and coming technologies. This section highlights some of the
technologies involved and the challenges presented by each of
them. First, we present segmentation technique to segment an
image into a number of objects/visual tokens. Second, we will
provide annotation for these objects (see Fig. 3). For this, ontol-
ogy will be used which is a part of Semantic Web. This ontology
will serve as a source for image objects and facilitate for the

Pa



198 L. Khan / Compurer Standards & Interfaces 29 (2007} 196-204

Semantic

Link Space

Raw Image

Information l

Ontology &
Wortd Wide Web
Image
Segmentation Image
Annotation
\ Featire
Extraction

Fig. 2. Proposed architecturs.

semantic contribution of semantic link space. Finally, we present
semantic link space.

3.1. Segmentation

Therefore, we need first to identify object boundaries. For
this, an object detection algorithm is invoked [5-10]. In this
paper we only adopt the technique of Khan and Wang [11]);
however, other techniques (e.g., normalized cut) can be used.
This algorithm works in three stages. First, we detect all edge
pixels in images and divide pixels into two sets, edge pixel and
region pixel sets. Second, we grow a region from the region pixel
set surrounded by edges taken from the edge pixel set. Finally, we
may merge adjacent regions using an adjacency graph to avoid
over segmentation of regions and to detect boundary of objects
accurately. To illustrate the effectiveness of our algorithm in
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auntomatic image classification we implement a system aimed at
the classification of images in the sports domain. By identifying
objects in images, we observe how well our approach works
when objects in images have varying degrees of complex orga-
nization along with shading and highlights.

3.2. Annotation

Annotation for an image is a process that facilitates des-
criptions of images. Annotation has been decomposed into
identifying low-level and high-level semantic concepts, respec-
tively. The former will be determined using support vector
machines, and Bayesian’s networks will determine the latter.
After segmentation, features will be extracted from each image
objects. Then feature vectors are sent into the support vector
machine, which will identify low-level concepts that exist in

e

L Atomaic-Consepi Classify
SN

Fig. 3. Flow diagram of our approaches.
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each image. The set of low-level concepts are sent as known
evidence into a trained Bayesian network, which will classify
the images according to high-level semantic concepts.

The support vector method, or SVM, is a technique which is
designed for efficient multidimensional function approximation;
the aim is to determine a classifier or regression machine which
minimizes the training set error. The basic procedure is to fix the
empirical risk associated with an architecture and then to use a
method to minimize the generalization error. The primary advan-
tage of support vector machines as adaptive models for binary
classification and regression is that they provide a classifier witha
low expected probability of generalization errors. This approach
can be triviaily extended to multi-class classification by getting a
binary response with respect to each atomic classification.

Bayesian networks are used to model the causal relationships
that exist in the coniext of image semantics. This will allow a
system to associate query keywords with other semantic con-
cepts to some degree of belief. Hence, image queries will be
more intelligently handled and will yield better results, a direct
result of understanding the dependencies and relationships bet-
ween different semantic concepts. The causal relationships can
be patterned using the provided web ontology, which already
represents a set of concepts and their interrelations. The vari-
ables that will make up the network will be a combination of
high-level semantic classifiers as well as atomic level classifiers
sent from the Support Vector Machine. For the purpese of this
project, the Bayesian structure is precisely the web ontology
(see Section 3.3.1).

3.3. Semantic link space

Upon linking the image with concepts of ontology, the system
would reflect the image semantics, its features, content, and
semantic category, as part of a semantic space. Fig. 1/bottom
right of Fig. 3 illustrates the layered architecture of semantic link
space. The bottom-most layer represents the original images, and
the layer directly above it will represent the domain dependent
ontology expressed in OWL-S8 including Semantic Web layers
(see next paragraph). The next layer has two parts: the semantic
link space represents linking between concepts and images, and
linking across images; the feature space represents low-level
image features. Now, the question is, why need this additional
layer? There are several advantages of this layer. First, the web
service can advertise its image content to other services by
revealing images’ semantic classification and features without
requiring transfer images. Second, the agent can exploit this
semantic link space by finding images of interest in bulk rather
than blind individual search. Finally, this additional semantic
layer minimizes image processing steps (e.g., downloading
images, segmentation, and classification) within the systemn,
since agenis can discover similar images and combine similar
image networks through this semantic link space. Furthermore,
images will not be duplicated/downloaded, the systems using
semantic link space will honor all original permission and rights
of images. As part of the operation interface, a user or a web
agent can query the system, which would search and retrieve
image information from the underlying layer [4].
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To enrich the Web by machine-processable information, the
Semantic Web will be built up in different levels in an incremental
fashion using the following layers (a) Unicode/URI, (b} XML/
Name Spaces/XML Schema, (¢} RDF/RDK schema, (d) Ontol-
ogy vocabulary. A common syntax is provided using the first two
layers {i.e., Unicode, XML}. URIs provide a standard way to
refer to entities while XML fixes a notation for describing labeled
trees. The next layer, RDF is a foundation for processing meta-
data; it provides interoperability between applications that ex-
change machine-understandable information on the Web. RDF
emphasizes facilities which enable the automated processing of
Web resources. Since RDF is designed to describe the resources
and the relationship among them without assumption, the defi-
nition mechanism should be domain neutral, and can be applied to
any domain. The next layers in the Semantic Web architecture are
the ontology vocabulary (see Section 3.3.1 for details).

Therefore, information regarding classified images will be
organized using this semantic link space. By associating like
images together, image networks are created; similarity will be
judged based on image semantics, including hue, saturation,
intensity, and shape. By using this idea in conjunction with the
hyperlink-based approach, user queries would be satisfied.

33.1. OWL-S

To make use of a Web service, a softwarc agent needs a
computer-interpretable description of the service, and the means
by which it is accessed. Semantic Web markup languages must
not only establish a framework within which these descriptions
are made and shared but also enable one web service to auto-
matically locate and utilize services offered by other web
services. OWL-S provides the solution, providing facilities for
describing service capabilities, properties, pre-/postconditions,
and foutput specifications.

OWL-S is an ontology for describing Web services, en-
abling users and software agents to automatically discover,
invoke, compose, and monitor Web resources offering services
under specified constraints. OWL-8 markup of Web services
will facilitate the automation of Web service tasks, including
automated Web service discovery, execution, composition and
interoperation. First, we will present ontology and iis char-
acteristics. Next, we will present how OWL-S can be used to
present the ontology.

An ontology is a specification ofan abstract, simplified view of
the world that we wish to represent for some purpose [12,13].
Therefore, an ontology defines a set of representational terms that
we call concepts. Interrelationships among these concepts des-
cribe a target world, An ontology can be constructed in two ways,
domain dependent and generic. CYC WordNet [14], or Sensus
[15] are examples of generic ontologies. For our purposes, we
choose a domain dependent ontology. This is because a domain
dependent ontology provides concepts in a fine grain, while
generic ontologies provide concepts in coarser grain.

Fig. 4 shows an example ontology for sports news, and Fig. 5
shows in Ontology Web Language [16,17]. Such an ontology is
usually obtained from generic sports terminology and domain
experts. Here, we represent our ontology as a directed acyclic
graph (DAG). Each node in the DAG represents a concept.
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Fig. 4. A small portion of an ontelogy for a sports domain.

3.3.1.1. Interrelationships. Concepts are interconnected by
means of interrelationships. If there is an interrelationship R
between concepts C; and C;, then there is also a interrelationship
R'(R inverse) between concepts C; and C;. In Fig. 4, inter-
relationships are represented by labeled arcs/links. Three kinds
of interrelationships are used to create our sports ontology:
specialization (Is-a), instantiation (Instance-of), and component
membership (Pari-of). These correspond to key abstraction
primitives in typical object-based and semantic data models
{18].

3.3.1.1.1. Please provide bookmark: [s-a. This interrela-
tionship is used to represent specialization (concept inclusion). A
concept represented by C; is said to be a specialization of the
concept represented by C if C; is kind of C;. For example, “NFL”
is a kind of “Professional” league. In other words, “Professional”
league is the generalization of “NFL.” In Fig. 1, the Is-a inter-
relationship between C; and C; goes from generic concept C; to
specific concept, Cj represented by a broken line. Is-a inter-
relationship can be further categorized into two types: exhaustive
and ron-exhaustive, An exhaustive group consists of a number of
Is-a interrelationships between a generalized concept and a set of
specialized concepts, and places the generalized concept into a
categorical relation with a set of specialized concepts in such a
way so that the union of these specialized concepts is equal to the
generalized concept. For example, “Professional” relates to a set
of concepts, “NBA”, “ABL”, “CBA”, ..., by exhaustive group
(denoted by caps in Fig. 4).

3.3.1.1.2. Please provide bookmark: Instance-of The
Instance-Of relationship denotes concept instantiation. If a con-
cept (j is an example of concept Ci, the interrelationship bet-
ween them corresponds to an Instance-Of denoted by a dotted

line. For example, player "Wayne Gretzky” is an instance of a
concept “Player.” In general, all players and teams are instances
of the concepts, “Player” and “Team” respectively.

3.3.1.1.3. Please provide boolmark: Part-of. A concept is
represented by C; is Part-Of a concept represented by C;if C; has
a C; (as a part) or C; is a part of ;. For example, the concept
“NFL” is Part-Of the concept “Football” and player, “Wayne
Gretzky™ is Part-Of the concept “NY Rangers”,

3.3.1.2. Disjunct concept. When a number of concepts are
associated with a parent concept through Is-a interrelationships
it is important to note when these concepts are disjoint, and are
referred to as concepts of a disjoint type. For example, the
concepts NBA, CBA, or NFL are associated with the parent
concept Professional through association with [s-a, they become
disjoint concepts.

Concepts are not disjoint, on the other hand, when they are
associated with a parent concept through Instance-Of or Part-Of.

In Fig. 5 we show a part of ontology in ontology represen-
tation language, OWL. Concepts like, “Professional, “NBA”,
and “Team” are treated as Class in OWL; on the other hand,
“NY Rangers”, and “Gretzky Wayne” are treated as instance of
some classes. Is-a interrelationship is expressed as subClassOf
relationship which is defined in OWL (e.g.,<owl:Class rdf:
ID="Injury”><rdfs:subClassQf><owl:Classrdf:ID="Event™/>
</rdfs:subClassOf></owl:Class>). Here Part-Of relationship is
defined as an ObjectProperty. For example, if concept, “NY
Rangers” is a part of concept “NHL” then this Part-Of inter-
relationship will be stated in the following way: <Team rdf:
ID="NY..Rangers"><PartOf rdfiresource="#NHL"/></Team>.
In this example, “NY Rangers” is declared as an Instance-Of
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<%xml version="1.0"%»
<rdf:RDF
xmlnsirss="hup://purl.org/rss/1.0/"
xmins="http://a.com/ontology#"
xmins;jms="http:/jena.hpl.hp.com/2003/08/jms#"
xmlns:protege="htip://protege.stanford.edu/pluginsiowl/protege#”
xminsirdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmins:edfs="http/fwwnw, wl.org/2000/01/rdf-schema#”
xmins:owl="http://www.w3.0rg/2002/07/owl#"
xmlos;veard="http:/fwww.w3.0rg/200 1 /vcard-rd/3.0#"
xmins:dami="http:/www.daml.org/2001/03/daml-+oil#"
xmlns:de="http://purl.ocg/dc/elements/1.1/"
xml:base="htp:/fa.comfontology”>
<owl:Ontology rdfiabout="">
<owl:imports rdf:resource="http://protege.stanford edu/plugins/owl/protege />
</fowl:Ontology>
<owl:Class rdf:[D=""Professional ">
<owl:disjointWith rdf:cesource="#Non-professional"/>
<rdfs:subClassOf rdfiresource="#League"/>
<fowl:Class>
<owl:Class rdf:ID="Tnjury">
<rdfs:subClassOf>
<owl:Class rdf:1D="Event"/>
</rdfs:5ubClassOf>
<fowl:Class>
<owl:Class rdf:[D="NHL">
<ParQf rdf:resource="#Hockey"/>
</owl:Class>
<owl:Class rdf:ID="Team"/>
<owl:Class rdf:ID="Player"/>
<owl:Class rdf:ID="Baskethall">
<rdfs:subClassOf>
<owl:Class rdf:about="#Game"/>
</rdfs:subClassOf=-
<fowl:Class>
<owl:Class cdf:ID="MinorLeagueHockey">
<PactOf rdfiresource="#Hockey"/>
<fowl:Class>
<owl:Class rdf [D="Game">
<rdfs:subClassOf rdfiresource="#Event"/>
<fowl:Class>
<owl:ObjectProperty rdf:ID="PartQf">
<rdfs:range rdf-resource="http://www.w3.0rg/2002/07/owl#Class"/>
<fowl:ObjectProperty>
<owl:Class rdf:ID="CollegeHockey">
<PantOf rdfiresource="#Hockey"/>
<fowl:Class>
<owl:Clags rdf:ID="Transaction">
<rdfs:subClassOf rdfiresource="#Event"/>
<fowl:Class>
<owl:Class rdf:[D="Hockey">
<rdfs:subClassOf rdfiresource="#Game" />
<fowl:Class>
<Player rdf:ID="Wayne_Gretzky">
<PartQf rdGresource="#NY_Rangers"/>
</Player>
<Player rdf:1D="Cobc_Bryamt"/>
<Team rdf:ID="NY_Ranpers">
<PartOf rdfiresource="#NHL"/>
</Team>

</rdf:RDF>

Fig. 5. A small portion of an ontology for a sposts domain in OWL.

“Team” (using Team tag/class). Disjoint/Disjunct properties of
concepts are expressed as disjointWith property in OWL (e.g.,
<owl:Class rdf:iD="Professional”><owl:disjointWith rdf:resour-
ce="#Non-professional™/><rdfs:subClassOf rdf:resource="#Lea-
gue”/></owl:Class>).

By studying Fig. 4, it is clear that an ontology can be used as a
central semantic library. In this case, a web service can present in a
hierarchical manner all valid queries that may be made in the
system, For instance, a user may be presented with choices ina top
down manner where he or she may specify his query in greater

and detail. To begin with, a user may want to retrieve images of
outdoor sports, and then specify basketball as the sport of choice.
By traversing the ontology, the web service will be able to refine
the query further by allowing the user to choose specific items that
are related to basketball, as per the ontology. Other web services,
such as the SVM service, will also make use of the ontology to
determine atomic concepts which must be recognized.

3.3.1.3. WSDL, Web Services Description Language (WSDL)
is a new specification to describe networked XMEbased services
[19]. It provides a simple way for service providers to describe the
basic format of requests to their systems regardless of the under-
lying protocol, in our case SOAP. Under the WSDL standard,
network services are viewed as a set of endpoints operating on
messages containing either document-oriented or procedure-
oriented information. The operations and messages are described
abstractly, and then bound to a concrete network protocol and
message format to define an endpoint. Related concrets endpoints
are combined into abstract endpoints, or services. WSDL is
extensible to allow description of endpoints and their messages
regardless of what message formats or network pratocols are used
to communicate [4].

WSDIL. documents describe operations, messages, datatypes,
and communication protocols specific to a web service. To carry
out the communication between web services, SOAP will be
used. SOAP provides the framework by which application-
specific information may be conveyed in an extensible manner.
Also, SOAP provides a full description of the required actions
taken by a SOAP node on receiving a SOAP message. The
SOAP stack will convert SOAP requests into native requests
that the web service can make use of. Similarly, the web ser-
vices’ responses must be designed as SOAP responses.

Both languages are required for the full specification of a
grounding, because the two languages do not cover the same
conceptual space. The two languages do overlap in the area of
providing for the specification of what WSDL calls “abstract
types”, which in tun are used to characterize the inputs and
outputs of services. WSDL is unable to express the semantics of
an OWL class. Similarly, OWL-S has no means, to express the
binding information that WSDL captures. As shown in Fig. 6,
WSDL documents describe operations, messages, datatypes,
and communication protocols specific to a web service.

Fig. 6 above shows a WSDL document for a web service,
Images._Service. The <operation> tag encapsulates the message
exchange protocol; the input and output messages are simply
abstract definitions of the data being communicated as part of
this web service. The operation is defined within the <portType>
tags, after which the concrete protocol is defined within the
<binding> tags.

4. Results

We have developed a prototype system for image annotation
in sports domain. Images are collected from the web and
segmented [11]. A total of 3000 image objects are generated.
For further tuning of image segmentation, human intervention
was applied.
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<#xml verson="1.0" ancoding="UTF. 8" 73
fintiens same="ImagesSdrics”
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]
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17 peraion pame="geinagelRLs">
18 <input message~"tnsinagesfequestis
19 <aliput mesgage="insImagesRasponse’is
W <fgoeration:
2 dporiTypes
22

) <binding name="imag=3_Binding™ hpes"insimages, PortType™>
24 «anapitinging style="rac”

25 ei="hitpfach XNUR0AQ.prgissap/hitp >

28 <operation names="getimageUils">

37 <ssapoperation s0apAction="szrdimagelRLsB>

28 gt

29 <scapbody encadingStyles"http:i/schemas. xmisoap.orgisoapieacading™
3¢ CO= UM EXAMDIS. vica" US@="ancoded V>

3% <finput=

1T <oulput-

i3 <goagbody encodingSiyie="hiipschemas. xoilssap.argaoapiencoding™
34 urn exdrepies Service” use="encodad >

5 «loutputr

3B <lpperstion>

3 wbinding>

3% cservice name="lnages_Service”>

Fig. 6. WSDL document for ImageService,

We use the LIBSVM [20] for SVSM implementation and
use the v—-SVM with RBF kernel. In our experiments we set v
very low (v=0.5). Since, we address the problem of multiclass
classification (i.e., various atomic concepts), we implement
“one-vs-one” scheme. For the construction of sports domain
dependent ontologies, first, we list all possible objects necessary
to cover a given sports domain. This possible object list should
include different sports, such as basketball, football, baseball,
hockey etc, and different leagues within a given sport, as in
basketball, NBA, ABL, CBA and so forth. Furthermore, dif-
ferent sports can be qualified by characteristics such as injuries,
player transactions, strikes, etc.

We assume that the Bayesian structure is precisely this
ontology. Furthermore, conditional probability tables will be
constructed using gradient decent leamning to find hidden
variables [21].

Results from image annotation have proved that a properly
trained support vector machine and Bayesian network can work

Table 1

SVM classification results

Objects Re- Preci-
Soccer 39% 51%
Grass 93% 84%
Basket- 89% 100%
Baseball 83% 67%
Bat 100% 99%
Hoop 100% 3%

alongside one another to produce satisfactory resuits. The SVM
was trained with a mix of basketball, baseball, bat, soccer, hoop,
and grass images that total 3000 training objects. The training
set captured key characteristics of each image segment: hue,
saturation, intensity, and shape. Once the support vector ma-
chine was trained, the training set was also used as test data in
order to judge the training accuracy, which averaged at 98.5%.

The recall values indicate how well the system fared in
recognizing all the segments that depict the same object. For
instance, in the case of grass, the system is able to recognize 74
of the 80 grass objects, resulting in a 93% recall. However,
there are 88 grass objects recognized, so the precision value is
used to indicate how many of the retrieved positively classified
images truly depict the object in question. In this case, 74 of
the 88 positively classified grass objects are actually grass
objects, leading to an 84% precision. Some of the problems
with atomic classification are intuitive. In the case of a
basketball hoop, the support vector machine is attempting to
recognize an object that lacks a definite shape or color, Soccer
balls are also tough to recognize because they are composed of
two distinct colors: black and white. Complete results are
presented in Tables 1 and 2.

Higher-level classification suffers in all instances where
atomic classification falls shoit; however, one idea that deserves
mention is the difference between misclassification and unclas-
sification. For example, even if a basketball is not recognized as
a basketball, there is still an inherent benefit of not recognizing
the basketball as another type of object, a soccer ball for in-
stance. In the case of the 150 basketball pictures, 136 were
retrieved due to limited misclassification. On the other hand, of
the 80 soccer images, 35 were misclassified at the atomic level
as containing baseballs. In this case, the Bayesian network will
be unable to accurately classify the image, which will sub-
sequently be discarded.

The results, particularly the precision values, show that there
are too many multiple classifications. For example, an image
that contains a soccer ball, a bat, and a baseball will be retrieved
both as a baseball image as well as a soccer image. Another
important note is that, due to a simple Bayesian structure,
images were often classified cormrectly if one of two objects
were tecognized. The system will be extended to recognize
details pertaining to the environment so images can be
classified on the basis of indoors or outdoors and team or
individual.

5. Related works

Here, we will summarize key related efforts in image retrieval
domain, First, we will discuss some image refrieval systems

Table 2

Bayesian classification resuits

Concepts Recall Precision
Basketball 92.7% 76.8%
Saccer 100% 72.1%
Baseball 96% 1%

P
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based on low-level features and then we will present current state
of the art of image annotations based on semantic level.

QRBIC [22], Virage [23], RetrievalWare [24], Photobook
[25], VisualSEEK ([26], Netra [27], Surfimage [28] and MARS
[29] are few image retrieval systems which are mostly focused
on the retrieval based on low-level features rather than high-
level concepts.

On the other hand, [3,30-36] propose semantic level image
retrieval based on high-level concepts; however, linking
between image low-level features and high-level concepts
require human intervention which seriously cripples scalability
of the approaches. In this paper we propose various mechanisms
that automatically (at least semi-automatically) link low-level
features with high-level concepts and facilitate higher accuracy
retrieval.

§. Conclusion and future work

In this paper, we have presented a framework that can be
used to provide annotation for images with the usage of
Semantic Web. This Semantic Web will facilitate semantic
link space along with image semantics, its feature, content
and semantic category. To achieve semantic category of
images, we have used ontologies. Lower level concepts of
ontologies are linked images using support vector machines,
and for higher-level concepts we have used Bayesian belief
networks.

Future developments will focus on interoperability issues.
The ultimate goal is to develop a system that uses truly inde-
pendent web services with independent ontologies in a seamless
fashion. This would give way to Inteiligent Web Services, or
IWSs. Ontology merging and mapping will be key research
issues, and would utilize the unified modeling language XML
Declarative Description, or XDD, and an XML-based decla-
rative programming language XML Equivalent Transforma-
tion, or XET. Also, future enhancements will attempt to focus
on two ideas. The first is the implementation of web agents that
can effectively search the web for semantically relevant
multimedia, whether these are images, articles, or video clips.
The second is introducing a semi-automatic annotation system,
which would use manual training in conjunction with feedback
to intefligently annotate multimedia, thereby greatly improving
the results.
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