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1. Introduction

ABSTRACT

This paper presents a boundary-based approach towards pixel decimation with
applications in block-matching algorithms (BMAs), The proposed approach is based
on the observation that new objects usually enter macroblocks (MBs) through their
boundaries. The MBs are selected based on boundary region matching only. The
boundary-based patterns can be used to speed up motion estimation with marginal loss
in image quality, Different decimation levels for image quality trade-off with
computational power have been presented. The mathematical intuition in support of
the proposed patterns has been discussed, Apart ftom the boundary-based approach,
the novelty in our contribution also lies in performing a genetic algorithm (GA)-based
search to find optimal M-length patternis in an N x N block. The resultant patterns are
found to have better values of spatial homogeneity and directional coverage metrics, as
compared to the recently proposed N-gueen decimation lattices. Subsequently, we
obtain new pixel-decimation patterns by combining the proposed boundary-based
patterns with N-queen patterns and the GA-based patterns. Experimental results
demonstrate considerably improved coding efficiency and comparable prediction
quality of these new patterns as compared to existing decimation lattices.

' @ 2008 Elsevier B.V. All rights reserved.

applications in next generation wireless multimedia
systems. Limited processing power, battery life and

Motion-compensated transform coding is an integral
part of almost all well-known video compression stan-
dards, such as 1SO MPEG1-4 [22-24], ITU-T H.261/263
{10,11] and H.264 {12]. Motion estimation (ME) achieves
compression by exploiting the high temporal redundancy
in successive frames of a video sequence, However, in the
past few years, multimedia mobile services have wit-

nessed a manifold growth. This has resulted in a strong.

demand for efficient implementation of image and video
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remory capacity require low complexity video encoders.
ME, being the most computationaily intensive module, is
an ideal candidate for optimization. Moreover, in portable
mobile multimedia applications, the best image quality
may not always be required. Therefore, algorithmic/

" architectural approaches may be designed to trade off

image quality with encoder complexity.

Many fast algorithms have been proposed to reduce
the computational complexity of ME and can be divided
into six categories [14], namely, {a} reduction in search
position [32,27,13], {b) simplification of matching criterion
[1,20,4,30,31], {c) bitwidth reduction [21], (d} predictive
search [3], (e} hierarchical search [18] and (f) fast full
search [2]. The first category tries to improve ME by
reducing the number of search points. The second
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category, also known as pixel decimation, tries to reduce
the number of representative pixels selected from a block
to evaluate some matching criteria. In bitwidth reduction
technique, pixels are transformed into a lower resolution
representation before the conventional ME search strate-
gies are applied. Predictive search, hierarchical search and

fast full search (FS} comprise the remaining three fast
" motion estimation techriques.

The pixel-decimation technique can be easily com-
bined with any of the aforementioned approaches and
hence forms the focus of this discussion, Initially, Bierling

- [11 used an orthogonal sampling lattice with a uniform
4:1 subsampling pattern to select pixels for the search of
motion vectors. This scheme resulted in reduced accuracy
motion vectors since the fixed pixel pattern always left out
some pixels. The aliasing effects were overcome by low-
pass filtering. Another scheme to remove these aliasing
effects was proposed [20] which ensured that ali pixels in
the current block are used in the evaluation of block
match by selecting one out of four different alternating
4:1 subsampling patterns in each step. However, better
coding efficiency ‘can be achieved by using adaptive
patterns as compared to fixed patterns [1,20] but with
an additional overhead of selecting the most representa-
tive pattern. Compared to random 4:1 subsampling, Chan
and Siu [4] presented a more efficient Jocal pixel-
decimation scheme which divides a block into several
regions and selects more number of pixels from regions
containing higher details or edges. The concept of
adaptivity was extended from local to global by suggest-
ing {30] an algorithm that directly looks for edge pixels in
1-D space with the help of Hilbert scan. This algorithm
does not require an initial division of a block and selects
pixels only when they have the features important in
determining a match. Experimental results show that the
proposed global adaptivity is more efficient than the
existing locally adaptive techniques. Pixel difference
classification (PDC} [8], Minimax criterion [6}, boundary
match [5] and integral projection [16,26] are other pixel-
decimation techniques . proposed in the literature.
Interestingly, it was observed that the N-queen patterns
[28] outperform all other existing lattices in terms of
speed-and reconstructed video quality.

This paper presents new pixel-decimation patterns for
block matching applications in ME. Initially, a boundary-
based approach has been praposed based on the observa-
tion that, new objects enter a macroblock (MB) through its
boundary regions. The aim is to capture the entry of new
objects at the boundary region itself, In the proposed
approach, the best matched block is selected based on
partially computed boundary-region block-matching sum.
A mathematical model to compute these partial blocle
matching sums has been presented to reasonably justify
the proposed hypothesis. Apart from the boundary-based
approach, the novelty of the presented work also lies in
searching for optimal M-length decimation patterns in
an N x N block. Subsequently, the optimal M-length
patterns have been combined with the proposed bound-
ary-based decimation patterns and the N-queen patterns.
Experimentat results show an improvement of 8-10 times
in speed when compared to FS using the full pattemn

and about 1.25-2.25 times when compared with the
state-of-the-art N-queen patterns. When combined with
the kite cross diamond search {KCDS) [17] fast search
strategy, the obtained speed improvements is in the range
of 900-1200 times over the FS using the full pattern.
The rest of this paper is organized as follows. Section 2
proposes the boundary-based approach towards pixel
decimation. The N-queen patterns and the genetic algo-
rithm (GA)-based decimation lattices have been presented
in Sections 3 and 4, respectively. In Section 5, we explore
the effect of combining the boundary-based patterns with
N-queen and GA-based lattices. Finally, in Section 6 we
conclude this paper and provide future directions.

2. Buundary-based pixel decimation

This section presents a boundary-based pixel-decima-
tion approach for reducing the computational complexity
of the ME module. Among the six aforementioned
categories, the pixel-decimation approach can be com-
bined with any other category to yield further reduction in
computation. Hence, this work adopts the pixel-decima-
tion technique for complexity reduction purposes.

2.1 Proposed approach

Camera motion of a video being encoded is usually
translational in nature. For a pacticular MB in the ith
frame, any new object that is visible in the same MB in the
(i+ 1)th frame, enters the MB through one of its four
boundaries. The aim is to catch the motion of the new
object entering the MB in the boundary of the MB itself. it
is to be noted that this proposition is particularly true for
cameras in mobile phones and handheld devices. Motion
sequences recorded by these cameras are usually smooth.
Sudden appearance/disappearance of objects at the center
of the MB (without changing the boundary layers) is
rather unlikely. : ‘

To detect any new object entering the concerned MB,
we inspect the values of the matching criteria for
boundary rows and columns only. The conjecture is that,
the cotnplete matching criteria need not be calculated and
a decision can be taken based on the first few boundary-
based partial computations only. The aim is to maintain
the quality of partial matching based encoded sequence as
close as possible to the sequence encoded with the full
matching criteria evaluated -over all the pixels. This
provides the necessary motivation to study the effect
of video reconstruction from a compressed sequence
encoded with boundary-based partial matching criteria.
A number of matching criteria are available in literature,
namely, sum-of-absolute-differences (SAD), MAD, MAE,
MSE, etc. Among these, -SAD and MAE are the most
popular ones, Due to the inherent annular-strip’ like
structure of the proposed boundary-based decimation
patterns, the outer boundary layers have to contain more
number of pixels and we want to take into account the
number of pixels in each layer. For this particular
situation, MAE might not be the correct metric as

‘compared to SAD. Using MAE would lead to loss of
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information regarding the number of pixels in each layer.
Hence, SAD is considered to be a more suitable matching
criterion, The fact that the outer layer contains more
pixels increases the probability of the max partial SAD
being present in one of the boundary layers and thus
further strengthens our boundary-based proposition.

2.2. Partigl SAD sum features

Let the pixels of an MB be visited following a spiral
scan order from the boundary to the interior as shown in
Fig. 1(a)-(e). The sequence of visited pixels can be
positioned by different layers, where pixels of each layer

“lie at the same distance from the boundary (considering
the chess hoard distance as a metric). For example, at the
ith pixel layer, the pixels should have a chess board
distance from the boundary as (i+ 1), where O<i< |N/2].
The ith layer is visited starting from the pixel at (i,
_position, situated on the diagonal of the MB. Let j denote
the position of the pixel in the sequence of ith layer, where
0<j<4(N —1 - 1). Let the pixel at the ith layer and the jth

sequential position of that iayer for the N x N MB X and

the N x N MB Y be denoted by x; and yj, respectively.

‘In the proposed computational model, the spiral scan-
based partial computation of SAD values have been
considered. Let a partial SAD sum at the ith layer be
denoted as

n
Si=Y x5 —yyl
=

(n

‘where n; = 4(N --i~1) and 0<i<|N/2]. Hence, the full
SAD sum in terms of §; can be expressed as shown below:

: : IN/2)-1
SADGCY) =3 5 Kmn — Yl = 3 Si
mooan =0
where (m, n) are usual array indices.
The intention is to analyze the properties of the
sequence of partial SAD sums, {Sg, 51,52, . ..,54}, televant
to the proposed computational approach. First, some
terminologies and notations used in the subsequent
discussion have been defined.

Definitien 1. A sequence Sg,54,5z,. .., 5y is 4 monotoni-

cally decreasing sequence (MDS) if

So>S51>5> - >5u

(3)

(2)
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Definition 2. A sequence 5p,51,5z,...,5y—1 is p-MDS if
{4)

SQ>S1 >Sz> ...>_Sp..,1 -
and ¥j € [p, M — 1}, Sp_1>S; and it is not (p + 1) MDS.

It may be noted that

(1) the above definitions also include 0-MDS, which
implies that any finite sequence of real values
of length M could be transformed into one of these
(M + 1) sets of p-MDS, p € [0, M]. On the other hand, an
M-MDS (for a sequence of length M), is an usual MDS.

(2) ith element of a p-MDS (O<i<p) is the (i+ 1)th
maximum, Naturally, for 0-MDS, the maximum ele-
ment occurs at 0. ' ‘

Experiments have been performed on a number of
sequences, namely—Carphone, Container, Foreman, Stefar,
Tennis, Garden, to observe the monotonically decreasing
(MD) properties of partial SAD sequences obtained from
the MBs, For each sequence, the SAD computation has
been performed on blocks of previous frame only. Since
the aim is to find the best possible match for the candidate
block {current block in current frame), the exhaustive FS
strategy has been used. Once the best match has been
found using FS, the individual boundary-wise partial SADs

_ are computed to construct a p-MDS, Thereafter, the newly

Distribution of Monotonicity vs)
Frequency of Partial SAD sums [Carphone]
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Fig. 2. Position of maximum partial SAD sums.
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Fig. 1. Spiral scan based pixel-decimation calculation for {a) k = 8 or no pixel decimation, (b) k = 6,.(¢} k= 4, {d}k=2,and (e} k=1.
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Fig. 3. Position of the maximum values in the Oth monotonic sequence.

obtained p-MDS is inspected to locate the position of the
maximum partial SAD in the p-MDS. Fig. 2 shows
the normalized frequency distribution of the occurrence
of p-MDSs for the sequence Carphone, where,
p=0,1,2,...,[N/2| - 1.

It can be seen in Fig, 2 that, about 40% of the sequences

are Oth-monotonic and the monotonicity of the sequences
gradually decreases except in the last case. Since 40% of
the sequences are Oth-monotonic, in the remaining 60%
cases, the maximum partial SAD sum lies in the first
column, i.e., in the outermost layer. Fig. 3 shows the
dlistribution of the partial SAD values for Oth-monotonic
seqilences only.

. It is to be noted that for 0-MDS sequences, the
maximum partial SAD value lies in the first 2 or 3
columns. As is evident from Fig. 3, the chances of the
subsequent columns (from 3 to 7) containing the max-

imum partial SAD value are extremely low. The possibility

of the max partiat SAD sum to be contained in the first 3
columns (0, } and 2} is

0.6 + (0.58 * 0.4) + (0.39 % 0.4) = 0.988 (5)

or 98.8%. The results shown here were obtained from the
test sequence Carphone. Similar sesults were obtained
from tests carried out on other standard test sequences,
namely Container, Foreman, Stefan, Tennis, Garden.

Let X and Y be any. two partial SAD sum sequences of
length P, e, X={x,X,%,....%_2,X—1} and
Y = V0, ¥1.¥2, - s ¥p2s ¥p_1}-

Then |X|j and Y|, can defined as

k k ’ ' .
Kle=3 "% Y= ¥ . (6)

i=0 =0

-Again, X > Y, iff [X|p > {Y|p. Let p;, be the probability of X>Y
given |X|, > |¥]. Then p, can expressed as follows:

ixp iyf) : &)

=0 =0

for k=0,1,2,3,...,P, where P = |[N/2].
Experiments have been carried out to estimate the
probability p,, for different values of k. The data for the test

Py = Prob (IXI 1Y

Table 1
Py for different k-values

have been generated in a manner such that all the partial
SAD sums in the set X belong to the current MB and all the
partial SAD sums in the set Y belong to the reference MB.
Every partial SAD sum in the set X is compared with only

§ those partial SAD sums in Y, which belong to the search

window where the block from X would have been
searched for the best match. These comparisons have
been made for all possible values of k Probability
estimation was carried out on standard sequences, namely
‘Container, Carphone, Foreman, Stefan, Tennis, Garden. The
sequences have been selected so as to represent varying
degrees and complexities of motion content, The discrete
probability distribution (p,) of all these sequences have
been presented in Table 1.

The resuits in Table 1 show that the probability of
making a cotrect decision based on partial SAD sum is
quite high. Higher the value of k, higher is the chance of
selecting the optimal block. It is to be observed in Table 1
that, at low k values p, is very high, particularly for slow-
moving sequences. In almost all the sequences, after k = 6,
there is only marginal improvement in the probability. So,
a k-value of 6 or 7 can be used for most practical purposes.
k=7 examines (256—8-8-6-6)=228 and k=6
examines . (228 — 7 — 7 — 5 — 5) = 204 pixels, which is
much less compared to the full 256 pixels. Lower values
of k can also be selected depending on the amount of
image quality loss or the increase in bitrate that can be
afforded. Thus, this technique gives an added flexibility in
selecting the k-level based on a trade-off between quality
and time, Also, it is to be noted that, the focus of this paper
is not the boundary-based pattern alone; but a successful
merger of the boundary-based pattern with the existing
N-queen patterns leading to further improvement.

2.3, Results

The proposed boundary-based pixel-decimation pat-
terns were implemented on a typical motion estimation
software (MEPackage) without any encoding and on the
‘H.264" |M 10.2 reference software [15]. Table 2a shows the

! Encoder parameter configuration: high profile level 3.3, period of
I-frames = 10, quantization parameter for { and P slices (0—51) = 28, no
frames skipped, subpixel ME disabled, number of previous references
frame = 2, only InterSearch 16 x 16 enabled, no B-frame used, 5P-
picture periodicity disabled, entropycodingmethod = CABAC, RD-opti-
mized mode decision = 1, initial QP for rate control = 24.
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Table 2

= B g

results of various sampling lattices for two QCIF standard
test sequences, namely Container—a slow moving se-
quence and Foreman—a moderately fast moving sequence.
The results of Table 2a have been shown for both the FS
strategy and a fast search strategy, namely, KCDS [17].
Table 2b compares the performance of different sampling
lattices on the H.264 encoder using the FS strategy.
Comparisons are made for the proposed boundary-based

patterns with k=8 (Bbk8), k=6 (BbK&), k = 4 (Bbk4),"

k=2 (Bbk2)and k = 1 (Bbk1), at a low bitrate of 112 kbps
and at a high bitrate of 1 Mbps. In Table 2a, the column
method denotes the combination of search strategy and
pixel decimation used. In Table 2b, all the pixel-decima-
tion patterns have been used with the FS strategy. In both
Tables 2a and b, the column P represents the PSNR value
indB, the column AP denotes the fall in PSNR value for a
particular pixel decimation with respect to the Full
sampling (Full) lattice, and the column SUF denotes the
SpeedUp Factor obtained by using the proposed pixel-
decimation patterns over the Full sampling {Full) lattice.
The MPEG committee uses an informa! threshold of
0.5dB PSNR to decide whether to incorporate a coding
optimization [25]. It is evident from Table -2a that, the
proposed boundary-based patterns perform well for both
stow and fast moving sequences. The results are parti&u~
larly encouraging for KCDS, where the quality loss is small
btit the speedup is substantial with a maximum SUF of
805.79 obtained using the Bbki patterns on the Container

Comparative performance of sampling lattices [F:PSNRY {in dB}, AP : APSNRY {in

=

dB}, SUF: SpeedUp Factor]:

= =

sequence, The only noticeable degradation in quatlity is for
the fast moving sequence with the FS sirategy. Table 2b
shows the results of the proposed patterns on H.264 at
low bitrates of 112 kbps and at high bitrates of 1 Mbps,
As can be seen, for low bitrates, the PSNR drop of the
worst-case pixel-decimation pattern, ie., Bbkl is 0.4dB
which is well within the informal threshold prescribed by
the MPEG committee. All other patterns have a lower
PSNR drop and results in substantial amount of speedup
when compared to the no pixel decimation (Bbk8) case.
As is evident from the tables, at low bit-rates the PSNR
loss between k=8 and 6 is less than 0.5dB.So k=6 o017
is the preferred choice of partial SAD sum computation for
most practical purposes, For applications aimed at mobile
devices where the best quality may not always be
required, k= 5 and 4 may be considered. Typical maobile

.applications operate in the range of 10-15fps. The

proposed decimation patterns have acceptable prediction
quality for low and high bitrates and at both low and high
frame rates. Thus, this approach is well suited for low
frame rate mobile applications. It may be noted that, the
plots for k = 1 and 2 are very close to each other. So given
a choice, it is always better to select a k-value of 1 over a
k-value of 2, as it incurs almost the same amount of loss in
image quality but consumes much less power. The fall
in power consumption is due to the reduced number
of addition operations. Let C(k) denote the number of
operations (additions/subtractions} reqguired for different .
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Table 3
Comparative study of the proposed SAD schemes

values of k. C(k) can be expressed as a function of k as
shown below:

k) = [16 % k= (16 — ) % k] -+ {{16 % k + (16 — k) x k] — 1}
‘ : (8}

From Eq. (8), the total number of additions and
subtractions required for any value of k can be
computed. Table '3 makes a comparison of the number
of additions and subtractions required for the propose
approaches. ‘ o

" Fig. 4(a) and.(b) shows the reduction in operations
and the reduction in image quality at different values of k.
Fig. 4(c) shows the change in bitrate with changes in k, at’
a fixed PSNR. Software profiling of the proposed approach
with k=1, 2, 4, 6 and & was done using the GNU gprof
profiling tool with Carphoné as the test sequence. The
encoding scheme was broadly divided into five functional
blocks based on the amount of power consumed.
The functional blocks were named as—SAD (B1), ME and
compensation (B2), DCT/IDCT (B3), quantization and
dequantization (B4), VLC/VLD (B5) and. others (BE).
All those functions which contribute insignificantly to
the overall encoding time were grouped under others.
Table 4 summarizes the profiling results.

The values in the ‘table denote the percentage
of execution time taken by a particular block with
respect to the total execution time by the entire
encoder. It can be seen that the full SAD (k = 8) consumes
72.28% of the total execution time., However, at lower
values of k, the time taken by the partial SAD sums reduce
significantly.

3. N-queen decimation patterns

This section gives a brief overview of the N-gueen
' pixel-decimation patterns proposed by Wang et al. [28].
The discussion on these patterns is particularly relevant as
they have been shown to out-perform other existing
decimation patterns in terms of coding efficiency and
picture quality.

3.1. N-queen approach towards pixel decimation
According to the N-queen pixel-decimation approach,

the spatial information of an N x N block can be fully
represented by the least number of pixels only when at

least one pixel is selected from each row, column and

diagonal. It has been observed that the intra-frame auto-

a

500 1
450 4
400 -
350 4
300 4
250 1
200 1
150 1
100

No. of Operations

338 — : ‘ —
335 1
33.4 1

33.3 1

PSNR (in dB)

33.2 1

33.1 1

- 33

200 1 i L 1 L ]

180 -

160 -

140 |

Bitrate (in kbps)

120 4

100 , : : — :

k

Fig. 4. For different values of k (2) reduction in number of operations at a
fixed bitrate, {b) reduction in PSNR at a fixed bitrate and (¢) change in
bitrate at a fixed PSNR, : ‘

correlation of an image is higher when the horizontal and
vertical pixel spacing is close to 1. The spatial homo-
geneijty is based on the presence of intra-frame correla-
tions and hence is measured by the mean (g;) and
variance (¢3) of spatial distances from each skipped pixel
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" ‘Table 4
Profiling results of functional blocks

to its nearest selected pixel:

N
ud=% S &) —SE (9)
K)x'.—,‘l‘ywl .
rrﬁ= Z (166 3) = St Yl = Ha)® (10
K)x~1.y-l

where N is the size of the block, 5(x, ¥} is the location of the
selected pixel nearest to the pixel at location (x, ) and K is
the number of selected pixels. Lower values of g4 and 32
indicate "higher spatial homogeneity of the sampling

lattices. Directional coverage is given by the ratio of the .

number of edges which have at least one of the selected
pixels, to the total number of edges. Edges can be lines
passing through the N x N block in any of 0°, 45°, 90° and
135" directions (see Fig. 5).

3.2, N-gueen resuits

We have implemented and tested the performance of
existing pixel-decimation patterns, namely. the Quarter
pattern [1], the Hexagonal pattern [7], the Quincunx
pattern [19], the Yu pattern [31] and the N-queen [28].
Table 5 compares the performance of these decimation
lattices, The corresponding patterns have been shown in
Fig. 6. As can be seen in the table, N-queen has
comparable and even better performance than the other

existing decimation lattices, Detailed experimental results '

demonstrating better performance of the N-queen pat-
terns can be found in Wang et al. [29].

4. GA-based decimation patterns

. The N-queen approach was originally proposed
for N =4 and 8. However, the patterns of length other
than 4 and 8 were not investigated. The question of
whether there exist patterns optimal in terms of spatial
homogeneity and directional coverage was also left
unanswered. In addition to suggesting a boundary-based
decitation approach, the novelty of our work lies in
exploring new patterns of length M in an N x N block. For
N=8,8xsM<16 and N = 16,16 xM<64, the computa-
tional time required to find an optimal solution becomes
prohibitively large. Hence, GA have been used to find
better performing M-length patterns in an N x N block.
For an 8 x 8 block, 8-queen uses 8 pixels and 4-gueen
pattern uses 16 pixels. We use GA to search for M-length
patterns having better metrics of spatial homogeneity
(Eq. (9) in Section 3.1) and directional coverage (Eq. (10) in

Section 3.1) than N-queen lattices. Patterns of length:

smailer than 8 will result in poorer performance; More-
over, by definition, patterns of length more than 16 cannot
improve the spatial homogeneity of an 8 x 8 block. The
maximum value of M is taken to be 16 because it is shown
that for M = 16, u4 reaches its lowest value for a block of
size 8 x 8, as discussed in the following lemma.

Lemma 4.1. For a given block of dimension 8 x 8, p; can
achieve a lowest possible value of 1, when the number of
pixels selected is more than or equal to 16.

Proof, Fig. 7 shows two decimation patterns with M = 16.
As can be seen in Fig. 7, the lowest possible distance
between every pixel and its nearest selected pixel is 1.
Both the patterns in the given figure use 16 pixels and
have u, values of 1. For sequences with M>16, a new
pixel position has to be considered and the new selected

. pixelhas to be placed in any of the unshaded location.

However, it is to be noted that, this new selected pixel in
no way can lower the current value of u,; (= 1). Thus,
searching for patterns with ]ength greater than 16 is not
necessary. -

Hence, GA searches for patterns of length 8-16 such
that the obtiined patterns. have high values of spatial
homogeneity and directional coverage. For similar rea-

. sons, the GA investigates patterns of length in between 32

and 64, for a 16 x 16 block.
4.1. GA-based pattern search

Let the number of pixels to be selected be denoted by
M and the size of the block by N x N. The M-length pattern
selection from an N x N block ¢an be mapped onto a
simpler problem of selecting any M positions from an
available set of N x N =N? positions, such that no
position in the M-length sequence occurs more than once.
Thg aim is to select an optimal M-length pattern from the
CY. possible patterns.

A GA [9] has five components. The chromosome has
been encoded as d@ sequence of M numbers p;, where
0<i<(M ~ 1). No p, is repeated in any given chromosome
and all p;s have values in the range 0<p;<(N° —1). The
chromosome length M is an input parameter. A sample
chromosome for the pattern length M = 8 is represented
in Table G.

This chromosome represents a decimation pattern
containing the pixels in the 9th, 12th, 15th, 26th, 37th,
438th, 51st and 54th positions of an N x N block, where the
numbers have been assigned to the cells of an N x N block,
in a row-major fashion.

" The initia]l set of populatlon is an important input
design parameter and in most cases is determined
through experimentation, The better the input pepulation,
the faster is the convergence of the exploration. In this
case, both random and improved initial input population
have been used. We have tested results using population
sizes of 10000, 100000 and 1000000. Initially, the
chromosomes are populated in a random manner. There-
after, successive runs of GA use improved populations
from previous iterations. This work uses an elitist model
[9]. which preserves a few better individuals of the
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Fig. 5. N-queen decimation lattices.

Table 5
Comparison of the N-queen with other existing fattices

previous generations in the current generation, Apart
from preserving good chromosomes, we introduce few
bad chromosomes from previous generation into the
current generation. This helps maintain the diversity of

the populatioh and prevents the solution from getting

" trapped in local minima. For each iteration, 10% good

chromosomes and 4% bad chromosomes from the pre-
vious generation have been preserved for the current
generation, Crossover has been performed on offsprings
randomly selected from the remaining 86% of the previous
generation mating pool, In this application, mutation has
been applied with 0.1 probability on the crossovered
offsprings.

For an & x 8 block, GA tries to find out the best patterns
of length M, where 8 <M <16. The minimum value of M is
taken to be 8. Any value of M lower than-8 will result in an
increase in the value of u4 M has a maximum value of 16
because it is shown that for M = 16, i, reaches its lowest
value for a block of size 8 x 8, as discussed previously in
Lemma 4.1.

4.2, GA-bdsed search results

The results of the GA-based search with different
pattern lengths (say M), on block sizes of 8 x 8 and 16 x
16 are shown in Table 7. As can be seen, both for M=8 .
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Fig. 6. Pixel-decimation patterns.
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Fig. 7. 8 x 8 pixel-decimation patterns. (a) Pattern obtained by riling
four 4-qgueen pattern; (b) pattern obtained by GA-based search.

Table 6 .
Sample chromosome

and 16 for blocks of size 8 x 8 and 16 x 16, respectively,
there exist patterns with p; much less than the 8-queen
pattern. Again, GA-based M =16 and GA-based M = 64
gives better values of directional coverage as compared to
their N-queen counterparts while having similar values of
Hq. This shows that with GA-based search we can obtain
pixel patterns which have better values of spatial homeo-
geneity and directional coverage than the N-queen
patterns, ‘ '

The 8-queen pattern and a GA-based 8 x 8 sample
-pattern for M =8 with g, = 1.234 have been shown in

Fig. 8a and b, respectively. By definition of p;, increase in
the pattern length results in better values of ;. It can be
seen that, for blocks of size 16 x 16, in most of the cases,
the p, of a pattern is less than that obtained by tiling
corresponding patterns from 8 x 8 blocks. A 16 x 16
sample pattern for M = 32 with i, = 1.216 is shown in
Fig. 8c. This intuitively implies that for some cases,
M-length (32 <M<64) patterns may result in improved
performance as compared to the tiling corresponding
M/4-length patterns obtained in the 8 x 8 case.

The experiments were performed on the H.264 ]M 10.2
reference software [15). The encoder parameters used are
similar to those in Section 2.3. As discussed in Section 2,
the distortion metric used was the SAD. The experiments
were carried out on various M-length sampling lattices
and for N = 8 and for 16. The sampling lattices for 16 x 16
MBs were constructed by tiling four smaller 8 x 8
sampling lattices, The experimental results on H.264 for
the slow-motion sequence Container and the fast-motion
sequence Foremon have been presented in Table 8. The
columns P and AP, respectively, represent the PSNR value
and the fall in PSNR value for a particular method with
respect to the full sampling (FS) lattice, In the “method”
column, FS_4 x 8, F5_4 x 9, etc,, denote that the 16 x 16
sampling lattices were constructed by tiling four smaller
8 % 8 sampling lattices with M = 8, 9, and so on, For the
16 x 16 case, F5_32, F5_36, etc., denote that the 16 x 16
sampling lattices were constructed by selecting 32, 36,
etc., number of pixels, respectively. For all cases, FS_16 x 4Q
and FS_4 x 8Q denote that the 16 x 16 sampling lattices
were constructed by tiling 16 4-queen patterns and four
8-queen patterns, respectively. SUF denotes the SpeedUp
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Table 7
GA-based search resules

a " b . Table 8

Fig. 8. Sampling lattices for (a) 8-queen based N=8, M =38, (b}
improved GA-based for N=B, M =8, (c} improved GA-based for
N =16, M = 32. (a) ug = 1.32; (1) ug = 1.234 and (¢) ug = 1.216.

Factor cbtained by using the proposed pixel-decimation
patterns over the Full sampling (FS) lattice.

made;

Results of GA-based patterns on H.264

T

(M =32 pattern obtained by tiling M = 8 pattern).
However, the 8-queen paitern gives better results in
terms of PSNR when compared to the GA-based M =8
pattern for N == 16 but not for N = 8. This can be seen
for the Container sequence in Table 8. For Foreman, the
B-queen always gives better results as compared to the
GA-based M = 8 pattern. ’

The 4-queen tiled '16-pixel pattern and the GA-based
M =16 pattern yield identical g, and ¢3 values.
However, it is to be noted that, the PSNR results
obtained for the two cases are not identical with the
4-queen based .FS5_16 x 4Q pattern performing better -
in-all the cases for both N = 8 and 16.

Finally, the M-length patterns (32<M<60) for N = 16
have lower p, and o7 values than that of their

corresponding N = 8 patterns, Howeveér, in most cases,

the prediction guality of the patterns for N=8 is
comparable and at titmes even much better than that
for N=16. . ‘

From Tables 7 and 8, the following observations can be 5. Combination of decimation patterns

The better performance of the N-queen patterns was

® For M = 8, the GA-based patterns give lower j; and 05' only rationalized in terms of spatial homogeneity and
than the 8-queen pattemn for both N=8 and 16 directional ¢overage. However, the GA explorations and .
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analysis in Section 4 show that there exist even better
patterns in terms of the prescribed criteria of spatial
homogeneity and directional coverage, which do not
always lead to a better performance in terms of PSNR.
Thus, it can be concluded that the metrics of spatial
homogeneity and directional coverage cannot give the
complete information about the optimality of a sampling
lattice. In addition to these criteria, there may exist some
other metric which needs to be considered for a better
estimate of the sampling lattice quality. This provides us

a'- b

735

the motivation to combine the GA-based patterns with
N-queen and the boundary-based patterns proposed in
Section 2. Fig. 9 shows some interesting results of
combining the aforementioned approaches.

All the simulations have been performed on the
luminance component of the popular video sequences
listed in Table S. These sequences consist of different
degrees and types of motion and are in QCIF (176 x 144),
CIF (352 x 288) and SIF (352 x 240) formats. The first two
sequences, namely, Container and Foreman, are in QCIF

}
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Fig. 8. Decimation patterns obtained by combining boundary-based, GA-based and N-gueen-based patterns.
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Table 9
Test sequences used for analysis

format, The next two sequences include Stefan in CIF
format and Football in SIF format, Among these sequences,
Container has gentle, smooth and low motion change and
consists mainly of stationary and quasi-stationary blocks.
Foreman has moderately complex motion and hence is
categorized as “medium” motion content sequence,
Rigorous motion based on camera panning with transla-
tion and complex motion content can be found in the
sequences Stefan and Foothail.

The search strategies used are FS for full search and
KCDS for kite cross diamond search [17]. The naming
notations follow the DecimationPattern_BlockFeatures syn-
tax, DecimationPattern denotes the patterns obtained by
the boundary-based (B), the N-queen (Q), the GA-based
{(G) or amny combination of these three approaches.
BlockFeatures denotes the dimensions (N} of the block
for which the DecimationPattern has been defined and the
number of tiles (T) of this block used to create the
decimation pattern for a 16 x 16 block. Thus, B6G12_N8T4

.-denotes that this method uses a decimation pattern
obtained by combining the boundary-based k = & pattern
with the GA-based decimation pattern using 12 pixels.
This pattern was defined within a block of dimension 8 x 8
and-four such blocks were tiled to create the decimation
pattern for a 16 x 16 block. Similarly, B4Q4GI12_N8T4
denotes that the decimation pattern used is a combination
of boundary-based k = 4 pattern, the 4-queen pattern and
the GA-based M = 12 pattern, defined within an 8 x 8
block and tiled 4 times for a 16 x 16 blecl, The letters BV
in DecimationPattern denote that the number of horizontal
and vertical layers for the boundary-based approach are
not identical. : :

The proposed boundary-based pixel decimation pat-

terns were implemented on a typical motion estimation
software (MEPackage) and on the H.264 [M 10.2 reference
software [15]. The comparison results on MEPackage
demonstrate the performance of the ME module only
and do noft take into account the loss incurred by the other
encoding modules {like quantization, etc.). The search
strategies used are FS and KCDS. The newly proposed

patterns have been compared with Full (Full), Quarter -

(Quartr) [1], Hexagonal {Hexgnl) [7], Quincunx (Quincx)
[19], Yu's {(YuPatt) [31] and N-queen [29] patterns. For the
sake of brevity, Tables 10 and 11 present results for
cormparison with N-queen patterns only.

Table 10 shows the results on MEPackage, using the
slow-moving test sequence Contginer, moderately fast
sequence Foreman and the complex motion sequences
of Stefan and Football. It can be seen that, for the
slow-moving sequence Container, the BAQ4 _NST4 pattern

performs better than most other patterns and its’

Fable 10 ,
Comparative performance of the sampling lattices on MEPackage:

FEEE

L
.

performance is very close to the full pattern. The speedups
achieved for these patterns are about 6.44 and 1197.50,
which are.much more than the 4-queen patterns. It is
interesting to note that the B5G9_N8T4 and BVG9_N8T4
patterns have lower quality loss but identical or higher
coding efficiency than the 8-queen patterns. The patterns
BVQ81_N8T4, BVQB2_N8T4 and BVQS83_N8T4 are the

. most interesting, as they provide substantial speedup in

performance with very low loss in quality. Except at low
bitrates where the loss due to these patterns is not
sufficiently small, these patterns give satisfactory
quality with substantial improvements in coding effi-
ciency. Moreover, the worst case PSNR drop of the
proposed decimation lattices for Container is 0.103187 68
(BVQ83_NBT4 using FS). For these patterns, the letters BV
denote that variable number of horizontal and vertical
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Table 11
Comparative performance of the sampling lartices on H.264

Pattern - =16,10Hz, 112kbps +16, 30Hz; 1 Mbps

PSNR  APSNR -SUF. ° PSNR. "APSNR - SUE

Foreman QCIF

4-Queen 3585 022 4 4258. 008 - 4

"B4G4_N8T4 3568 039 64 4250 014 64
BVGILNST4 ~ 3562 045 7.1 4243 015 . 711
8-Queen (3560 0470 B 4247 017 -8

BSGINST4 - 3565 042. . B . . 4250 014 . .8

BVGS_NST4 3563 - 044 . 825 4249 015 825
BVQSI_N8T4 '~ 3548 058 914 " 4243 021 . 914
BVQS2_NST4 3544 053 . 985 - 4242 020 = 985
BVQS3_NBT4 . 3537 07771057 4238 024 | 1067

layers have been used for the boundary-based paitern.
This has been merged with an 8-queen pattern and the
whole pattern has been defined for 8 x 8 blacks and tiled
4 times to construct an equivalent decimation pattern for
a 16 x 16 block. The numbers 1, 2 and 3 denote the serial
numbers of different orientations that were obtained for
the aforementioned base pattern. For the KCD search, the
patterns B5G9_NB8T4 and BV9_N8T4 have lower PSNR
drop and higher coding efficiency than the 4-queen
pattern. Similar observations can be made for the
remaining test sequences. In all cases using the FS, the
proposed patterns perform better than Quarter and
Hexagonal patterns. For the fast-moving sequences Stefan
and Football using the KCD search strategy, BSG9_N8T4
gives better prediction quality and higher speedup as
compared to the 8-queen pattern.

Table 11 shows the results at low and high bitrates on'd
typical H.264 reference -encoder, for the sequence Fore-
man. At low bitrates, the BVG9_N8T4 is the suggested
pattern as it gives the highest speedup with affordable
loss in quality. However, at higher bitrates, the pattern
to be used is the BVQ83_N8T4, which gives about
10.67 times speedup with only a marginal loss of
0.24dB. These patterns, when combined with the KCDS,
result in substantial speedups of 764.2 and 963.47.

The new sampling patterns are not claimed to be the
best performing ones among the exhaustive set of all
possible combinations of the boundary-based, the GA-
based and the N-queen approaches. These better perform-
ing sampling patterns are only indicative of the fact that,
decimation lattices better than the N-queen patterns can
be obtained if the existing N-queen patterns are combined
with the proposed boundary-based approach.

6. Conclusions and future work

This paper has proposed new pixel-decimation pat-
terns for block matching with applications in motion
estimation. First, the reconfigurable boundary-based
pixel-decimation patterns were introduced. These pat-
terns were based on boundary-region partial SAD match-
ing sums. In addition, genetic algorithm was employed to
search for optimal M-length patterns in an N x N block.

However, the highlight of this paper is the combination of
the proposed boundary-based decimation patterns with
N-queen patterns and the patterns obtained from the GA-
based search. These combined patterns are interesting as
they have almost identical quality loss but achieve much
higher coding efficiency. At least two patterns (namely,
B5G9_N8T4 and BVGY_N8T4) give better PSNR results
than N-queen while having the same or marginally better
speedup. Apart from presenting better pixel-decimation
patterns, the contribution of this paper also lies in the
proposition that combining boundary-based approach
with N-queen results may lead to even better pixel-
decimation patterns. KCDS has been used as the under-
lying search mechanism for all pixel-decimation patterns
to obtain the PSNR and SUF results. Our emphasis lies in
the analysis of the comparative performance of various
decimation patterns irrespective of the search strategy
used. KCDS may be substituted by full search or any other
search algorithm. While this might affect the actual
execution times, the .trend in speedup improvement is
expected to be similar. Future work lies in proposing a
more accurate optimality criteria for these sub-sampling
patterns. Moreover, efficient memory addressing schemes
for the proposed decimation patterns may also be locked
into.
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