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a b s t r a c t

In wireless sensor networks (WSNs), hierarchical network structures have the advantage of
providing scalable and resource efficient solutions. To find an efficient way to generate
clusters, this paper adapts the well-understood hierarchical agglomerative clustering
(HAC) algorithm by proposing a distributed HAC (DHAC) algorithm. With simple six-step
clustering, DHAC provides a bottom-up clustering approach by grouping similar nodes
together before the cluster head (CH) is selected. DHAC can accommodate both quantita-
tive and qualitative information types in clustering, while offering flexible combinations
using four commonly used HAC algorithm methods, SLINK, CLINK, UPGMA, and WPGMA.
With automatic CH rotation and re-scheduling, DHAC avoids reclustering and achieves uni-
form energy dissipation through the whole network. Simulation results in the NS-2 plat-
form demonstrate the longer network lifetime of the DHAC than the better-known
clustering protocols, LEACH and LEACH-C.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Wireless sensor networks (WSNs) become an invalu-
able research area by providing a connection between
the world of nature and that of computation by digitizing
certain useful information. The WSNs are rather different
from the conventional wireless networks due to the fol-
lowing constraints: (i) a large number of sensor nodes of-
ten needs to be randomly deployed to reduce cost, (ii)
sensor nodes are often deployed in unreachable harsh
environments. The sensor nodes may fail, causing commu-
nication failures and consequent network topology
changes, (iii) data rates in WSNs are much lower than
the conventional wireless networks, (iv) most applications
of sensor networks have highly asymmetric communica-
tion links; the collected data is sent up to a particular node
which is called a sink, and (v) sensor nodes are often re-
quired to have ultra low power consumption.

One of the most important challenges of WSNs design is
develop a method or protocol so that the randomly de-
ployed numerous sensor nodes behave in a collaborative
and organized way. Each sensor node wants to maximize
its own utility function. In addition, the entire network
needs balance in resource assignments to perform in a
way that is useful and efficient. Network routing protocol
design becomes far more critical to WSNs performance
than that of from conventional communication networks.

Among numerous proposed network routing protocols
in past years, hierarchical routing protocols greatly con-
tribute to system scalability, lifetime, and energy efficiency
[2]. To our best knowledge, all current clustering protocols
are top-down approaches, which first formulate a global
knowledge of a WSN, specifying but not detailing the
first-level nodes. Based on the global knowledge of net-
work and predefined methods, the protocols first build
the upper level of clusters by selecting certain nodes as
CHs. Then they group the rest of the nodes into the desig-
nated cluster as cluster members. Many algorithms ran-
domly select CHs, which usually results in low cluster
quality.
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The motivation of our research is to provide efficient
clustering without requiring the global knowledge of net-
work by reversing the clustering approach from top-down
to bottom-up. With the bottom-up approach, sensor nodes
collaborate and build clusters before they select CHs. In
this manner, the bottom-up approach can be a better
way to implement self-organization, scalability and flexi-
bility. By carefully inspecting the relationships among
nodes, we develop a simple and flexible bottom-up cluster-
ing scheme, DHAC, to suit different application scenarios.

This paper is an extension of our previous work [17,30].
The main idea is to tailor the HAC [3,21] algorithm for
WSNs to efficiently generate hierarchical clusters. Our re-
search was inspired by the fact that the HAC has been suc-
cessfully applied to many disciplines, and it is a
conceptually and mathematically simple approach. Addi-
tionally, the HAC algorithm offers flexible options depend-
ing on different available data. Specifically, this paper
improves the HAC to a distributed algorithm, DHAC.

Unlike previous hierarchical protocols, DHAC provides
innovational schemes for the clustering and cluster main-
tenance. First, DHAC is a bottom-up approach that forms
clusters by only requiring one-hop neighbor information.
The limitation of the sink is eliminated. Second, DHAC
can be executed with or without knowledge of location
(quantitative data and qualitative data). Section 5 presents
DHAC with different input data types, quantitative location
data, quantitative Received Signal Strength (RSS) data, and
qualitative connectivity data. Third, DHAC provides higher
energy efficiency. DHAC performs clustering only once, at
the initial stage. Hence, DHAC can avoid the time and en-
ergy consumed by reclustering. In the cluster maintain
stage, DHAC uses automatic CH rotation and re-scheduling
to ensure uniform energy dissipation within clusters.
DHAC further avoids unnecessary energy consumption of
re-scheduling by considering the network traffic.

The rest of the paper is organized as follows. Section 2
highlights of related work. Section 3 briefly illustrates
HAC methods. Section 4 presents DHAC that is tailored
for WSNs. Section 5 demonstrates experiments and simu-
lation results. Finally, section 6 is the conclusions.

2. Background and related work

2.1. Network routing protocols

Network routing protocols are responsible for the net-
work structure and routing scheme. Many researchers
have proposed routing solutions for WSNs. The proposed
routing protocols can be broken down into different groups
based on assorted criteria [2,1,18]. Network structure, re-
source awareness, and protocol operation method are basic
taxonomies of WSN routing protocols. For example, RRCH
[19], AHP [25] and HEED [26] are the hierarchical protocols
based on network structure. HEED is also an energy-aware
protocol when considering resource awareness. In this pa-
per, we focus on flat and hierarchical routing schemes
based on network structure.

In a flat network, all nodes are typically assigned an
equal role and functionality. The desired data are sent

out to the network through multi-hop routes. To eliminate
many redundant transmissions through the network, flat
protocols focus on how to route based on the application
queries. Most flat protocols are data-centric and ensure
nodes only transmit the valuable data which match the
query attributes. In many cases, flat protocols result in
more complicated routing because of the large scale and
dynamic network topology of WSNs. Sensor protocols for
information via negotiation (SPIN) [12] and directed diffu-
sion (DD) [16] protocols are important flat protocols which
motivated the design of many other protocols that follow
similar concepts.

In hierarchical networks, nodes are separated to play
different roles, such as CHs and cluster members. The high-
er level nodes, cluster head (CHs), manage the grouped
lower level nodes (cluster members) and collect data from
them. Each CH collects data from the cluster members
within its cluster, aggregates the data, and then transmits
the aggregated data to the sink. All of the hierarchical rout-
ing protocols aim at selecting the best CH and clustering
the nodes into appropriate clusters in order to save energy.
Since the CHs have responsibility for the collecting, aggre-
gating, and transmitting data over longer distances to the
sink, they consume more energy compared to the other
cluster members. The hierarchical clustering protocol
may execute reclustering and reselecting of CHs periodi-
cally in order to distribute the load uniformly among the
whole network.

Although hierarchical protocols have their native weak-
nesses such as requiring time synchronization, potential
producing non-optimal routing, and utilizing higher over-
head for cluster management, they reveal attractive advan-
tages by dealing with the constraints in WSNs. Compared
with flat protocols, hierarchical protocols offer a more fea-
sible solution to handle large-scale networks with their
enhancements to better share limited wireless channel
bandwidth, balancing node energy consumption and re-
duce communication expense [2,1,27].

2.2. Related work on hierarchical protocols

The literature is rich with various methods and proto-
cols to support WSNs. The reader is referred to [2,1,28,
27,18] for details. The section concentrates on the hierar-
chical protocols. By the method of CH selection, the hierar-
chical routing protocols can be classified into two
categories: random-selected-CH protocol and well-se-
lected-CH protocol. The former randomly selects CHs and
then rotates the CH task among all nodes, while the latter
carefully selects appropriate CHs and then gathers nodes
under the CHs based on the network status.

2.2.1. Random-selected-CH protocols
2.2.1.1. LEACH. LEACH [13,15] protocol is proposed to bal-
ance the energy dissipation in sensor networks. The main
idea of LEACH is that sensor nodes can be randomly se-
lected as CH based on their previous experiences of being
a CH. In the cluster formation phase, each sensor node gen-
erates a random number between 0 and 1. Each sensor
node has its threshold which is related to the predefined
percentage of CHs in a network. If the generated random
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number is less than the threshold, then the node becomes
the CH; otherwise, it joins a cluster to be a cluster member.
How to calculate the threshold is the key of LEACH.

After clusters are set up, the CH broadcasts a transmis-
sion schedule within the cluster and asks its members to
send data based on a TDMA approach. In the steady phase,
CHs are responsible to aggregate and send data to the sink.
After a certain period of time spent in the steady phase, the
network goes to formation phase to redo the clustering.
LEACH uses the periodic reclustering to alleviate the dete-
rioration of cluster quality.

LEACH is completely distributed and requires no global
knowledge of the network. LEACH clustering terminates
within a constant number of iterations but it does not
guarantee good CH distribution and assumes uniform en-
ergy consumption for CHs. Furthermore, the idea of dy-
namic clustering brings extra overhead, e.g., head
changes and advertisements, which may diminish the gain
in energy consumption.

2.2.1.2. BP. Anker, et al. [4] adopts the belief propagation
(BP) algorithm based on the probabilistic graph model to
iteratively compute marginal probabilities on trees by local
message passing. The method considers performance of a
multi-hop network. Performance was evaluated against
HEED [26] using the TinyOS simulator [22]. The paper
shows that the reclustering process is less frequently trig-
gered using the approach with the expense of high initial
clustering overhead. Overall, the clustering scheme based
on the BP method is more efficient.

2.2.1.3. ERA. Energy Residue Aware (ERA) [10] clustering
algorithm is another energy-aware hierarchical approach.
It is also improved from LEACH by including the communi-
cation cost into the clustering. The communication cost in-
cludes residual energy, communication energy from the
CH to the sink and communication energy from the cluster
members to the CH. There is a difference from HEED: ERA
uses the same CH selection scheme as LEACH but provides
an improved scheme to help non-CH nodes choose a ‘‘bet-
ter” CH to join by calculating the clustering cost and find-
ing CH according to maximum energy residue.

2.2.1.4. RRCH. RRCH [19] performs cluster formation only
once to avoid the high energy consumption during cluster-
ing phase. RRCH uses a similar method to LEACH to set up
clusters. Once the clusters are set up, RRCH keeps the fixed
clusters and uses the round-robin method to choose the
node to be the CH within the clusters. Every node has a
chance to be CH during a frame. When a node has been de-
tected as an abnormal node, the CH modifies the schedul-
ing information and broadcasts it to the entire cluster
during frame modification; then its cluster members de-
lete the abnormal node based on the received schedule
information.

RRCH has the same defect of LEACH: no guarantee of
cluster quality. Without the periodic reclustering, the
RRCH cannot handle clusters with bad quality, such as
overlay of clusters and too small or too big a cluster size.

2.2.1.5. CPEQ. CPEQ [8] adopts the CH selection scheme of
LEACH. Instead of using the randomly selected node as a
CH directly, CPEQ uses the randomly picked node to choose
the node with the highest residue energy from its neigh-
bors. To build clusters, CPEQ uses time-to-live (TTL) to lim-
it the size of the cluster and calculates the optimized
routes from cluster members to their CHs. For inter-cluster
communication, CPEQ also uses the optimized multi-hop
routes among CHs and the sink. By performing data aggre-
gation within clusters and calculating optimized routes,
CPEQ reduces traffic collision and data transmission delay.

In a large scale WSN, the flooding mechanism adopted
by CPEQ in its initial stage may become problematic.
Flooding incurs redundancy as a node sends data to its
neighbor no matter if it already has it or needs it. Further,
CPEQ is only appropriate for static and fixed networks due
to the high cost of addressing all the nodes in the system,
and hence the addresses are hard to maintain.

2.2.1.6. HEED. HEED [26] protocol is an energy-aware hier-
archical approach improved from LEACH. HEED focuses on
choose appropriate CHs by adding more network informa-
tion. It uses residual energy as the primary clustering
parameter to select a number of tentative CHs. Those ten-
tative CHs inform their neighbors of their intentions to be-
come CHs. These advertisement messages include a
secondary cost measure that is a function of neighbor
proximity or node degree. This secondary cost is used to
guide the regular nodes in choosing the best cluster to join,
and to avoid elected CHs being within the same range of
each other. If a CH is far from the sink, it tries to send
the aggregate data to another CH instead of sending to
the sink directly.

2.2.2. Well-selected-CH protocols
To avoid the problem caused by random CH selection,

there are many other approaches focusing on how to select
appropriate CHs to achieve efficient communications.

2.2.2.1. LEACH-C. LEACH-C (LEACH-centralized) [15] is
identical to the LEACH protocol as far as formatting clus-
ters at the beginning of each round. However, instead of
nodes randomly self-selecting as a CH, a centralized algo-
rithm is performed by the sink in LEACH-C. The sink col-
lects location information from the nodes, and then
broadcasts its decision of which nodes are to act as CHs
back to the nodes. The overall performance of LEACH-C is
better than LEACH since it moves the duty of cluster forma-
tion to the sink. However, LEACH-C is sensitive to the sink
location. Once the energy cost of communicating with the
sink becomes higher than the energy cost for cluster for-
mation, LEACH-C no longer provides good performance.
Sinks may be located far from the network in most WSN
applications. So, the dependence on the sink location is a
major disadvantage of LEACH-C.

2.2.2.2. PEBECS. Focusing on the hot spot problem, PEBECS
[23] presents the solution by dividing a WSN into several
partitions with equal area and then grouping the nodes
into unequally sized clusters. The shorter the distance
between the partition and the sink, the more clusters are
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created within the partition. Further, to select the CH, PE-
BECS uses the node’s residual energy, degree difference
and relative location in network. PEBECS mitigates the
hot spot problem by grouping nodes in smaller clusters
to save more energy on their intra-cluster communication.
As the result, PEBECS achieves longer network lifetime by
better balancing node energy consumption.

2.2.2.3. MHP. Zhenghao et al. [29] proposed energy-effi-
cient multi-hop polling (MHP) scheme to collect data from
the two-layered heterogeneous sensor network. The care-
fully deployed cluster heads have more energy than the ba-
sic sensor nodes. In turns, each cluster head launches the
discovering process to join the basic sensor nodes into its
cluster. After the clusters are established, MHP minimizes
the intra-cluster communication energy consumption by
using polling to collect data from sensor nodes instead of
the sensor nodes randomly reporting data. MHP presents
a fast online polling algorithm to solve the problem of find-
ing a contention-free polling schedule. However, MHP has
stricter requirement of network deployment. The cluster
head nodes have to be carefully deployed, otherwise, the
part of network cannot be able to be functional. Further,
MHP requires the knowledge of the sensor nodes’ location.

2.2.2.4. DSC. Dynamic/Static Clustering protocol (DSC) [5]
is an extension of LEACH-C. Using the scheme, each node
gets its current location using a global positioning system
(GPS) and sends the location information and energy status
to the sink. The sink will then determine the number of
CHs based on the collected information and broadcast
the clustering result to each node. Each CH will also deter-
mine a TDMA scheme for its cluster members similar to
LEACH. Compared with LEACH-C, the number of messages
received at the sink for DSC is significantly reduced. How-
ever, it suffers similar problems that LEACH-C has.

2.2.2.5. EDASC. An energy-efficient data aggregation proto-
col based on static clustering (EDASC) [11] tries to reduce
the overhead of dynamic clustering. The approach also
adopts the LEACH model. But EDASC makes use of the sink
to select an initiator to start the clustering process. The
sink also broadcasts the CH schedule to sensor nodes.
However, EDASC calculates the Hausdorff distance to
determine CHs and it alternates the role of CH with an
aim to prolong the network life. EDASC also has similar is-
sue that LEACH-C encounters. The main idea of EDASC is to
form clusters statically, which is similar to DHAC. Never-
theless, DHAC is fully distributed and does not rely on a
centralized sink to start the cluster formation.

2.2.2.6. AHP. Analytical Hierarchy Process (AHP) [25] con-
ducts CH selection algorithm by the sink. AHP supports
mobile sensor nodes. Three factors are considered: energy,
mobility, and the distance to the involved cluster centroid.
AHP calculates local weight and global weight by using
those three factors. AHP chooses the CHs by combining
the results of these two weights.

To maintain the clusters, CH re-selection only occurs
when selected CHs die or move to other clusters. Com-
pared to LEACH, AHP improves the network lifetime based

on the time of the last node dead [25]. Comparing to cen-
tralized protocols, AHP is more complex than LEACH-C,
since AHP considers more factors. Because AHP needs to
transmit more information from the network to the sink,
the communication cost between nodes and the sink may
cause much higher energy consumption.

2.2.2.7. EAD. EAD [7] presents an energy-aware algorithm
to build a broadcast tree that spans all the sensor nodes
with a maximum number of leaves. EAD turns off the
radios of the leaf nodes and only use the non-leaf nodes
to be in charge of data aggregation and relaying tasks. Fur-
ther, EAD ensures that the leaf nodes save more energy
without compromising the connectivity of the network.
After each data-transmit phase, EAD will re-build the
broadcast tree to identify all the dead nodes and orphaned
nodes. EAD requires global knowledge of the network to
build the optimized spanning tree, which causes higher
constraints and more energy consumption.

The advantages and disadvantages of two kinds of hier-
archical routing protocols are summarized in the following
paragraphs.

� Random-selected-CH protocols. Although random-
selected-CH protocols can bring more flexibility and
toleration, these approaches have three main disadvan-
tages. Firstly, the randomly picked CHmay have a higher
communication cost because it has no knowledge of
intra-cluster or inter-cluster communication. Secondly,
if periodic CH rotation is used to reduce the effect of
CH random selection, the re-selection itself uses extra
energy to re-build clusters. Periodic CH rotation also
leads to an uneven wave of performance due to the non-
stop change. Thirdly, the random selection cannot guar-
antee good protocol performance. In other words, the
best arrangement and the worst arrangement have an
equal chance to be used in the network.

� Well-selected-CH protocols. The well-selected-CH proto-
cols can provide better cluster quality, but they usually
have a more complex scheme and higher overhead to
optimize the CH selection and cluster formation. Some
approaches use the sink to help choose CHs by fre-
quently collecting information from nodes. However,
the sink performing the algorithm introduces another
issue that increases communication cost between the
nodes and the sink because they need to frequently
exchange administrative information. Other researchers
have to try to use the optimization algorithms to distin-
guish the roles of nodes. But there may not be enough
fault tolerance in these schemes because any change
to the network may cause the entire network to update
information and perform reclustering.

3. Hierarchical agglomerative clustering (HAC) and its
application to WSNs

HAC [3,21] algorithm is a conceptually and mathemati-
cally simple clustering approach to data analysis. It can
provide very informative descriptions and visualization
for the potential data clustering structures, especially
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when real hierarchical relationships exist in the data [24].
To apply the HAC algorithm inWSNs, we proposed six-step
clustering to generate appropriate clusters.

3.1. Step 1: obtain the input data set

An input data set for HAC is a component–attribute data
matrix. Components are the nodes that we want to group
based on their similarities. Nodes exchange HELLO mes-
sages and obtain neighbor nodes’ attributes. Attributes
are the properties of the components such as the location
of nodes, the RSS, the connectivity of nodes, or other
features.

The type of input data set can be classified into quanti-
tative data and qualitative data. Fig. 1 shows a randomly
generated 8-node network in the 10 � 10 m2 field. As illus-
trated in Table 1a, the location information is used as the
quantitative input data. Table 1b uses the one-hop net-
work connectivity data as the qualitative input data, where
the ‘‘1” value represents a one-hop connection and the ‘‘0”
value represents no direct connection.

3.2. Step 2: compute the resemblance coefficients

A resemblance coefficient for a given pair of nodes indi-
cates the degree of similarity or dissimilarity between
these two nodes. It could be quantitative (e.g., location,
RSS) or qualitative (e.g., connectivity). We can calculate
Euclidean distance based on the location information by
using the Pythagorean Theorem. In Eq. (1), x and y repre-
sent the location of node, a and b, on x-axis and y-axis.

Euclidean distance : Dab ¼ ½ðax � bxÞ2 þ ðay � byÞ2�1=2 ð1Þ
To deal with the qualitative data, there are various ways

to calculate the resemblance coefficients [21]. There are
three typical methods:

� JACCARD Coefficient:

Cða;bÞ ¼ N1—1=ðN1—1 þ N1—0 þ N0—1Þ ð2Þ
� SORENSON Coefficient:

Cða;bÞ ¼ 2N1—1=ð2N1—1 þ N1—0 þ N0—1Þ ð3Þ
� Simple Matching Coefficient:

Cða;bÞ ¼ ðN1—1 þ N1—0Þ=ðN1—1 þ N1—0 þ N0—1 þ N0—0Þ ð4Þ
N1–1, N1–0, N0–1, N0–0 are counts of 1–1, 1–0, 0–1, and 0–

0 matches of attribute pair between any two nodes, a and
b. Cða;bÞ represents the value of the resemblance coefficient
between the node a and node b. As an example, Table 2
presents the Euclidean distances between any of two
nodes by using Eq. (1). Table 3 demonstrates use of a
SORENSON dissimilarity coefficient into indicate the differ-
ence between any two nodes. Based on the data of Table
1b, the coefficients in Table 3 are calculated by using the
SORENSON method, given by Eq. (3).

3.3. Step 3: execute the HAC algorithm

After building up the resemblance matrix, the HAC algo-
rithm repeatedly identifies the minimal coefficient in the
resemblance matrix and executes the clustering algorithm
to assign the nodes into a ‘‘tree”. Each step includes merg-
ing two clusters together and updating the resemblance
matrix. Updating the resemblance matrix is an important
step, and various algorithmmethods can be adopted. There
are four main types of the HAC algorithm methods [3].

Fig. 1. A simple 8-node network.

Table 1
Node input data matrix for the 8-node network.

Component (node) Attribute

x-Axis y-Axis

(a) Quantitative data: node location data matrix
{1} 3.78 2.9
{2} 3.56 4.83
{3} 6.06 7.34
{4} 7.71 8.46
{5} 0.63 0.01
{6} 7.23 5.78
{7} 8.52 3.46
{8} 4.43 0.48

{1} {2} {3} {4} {5} {6} {7} {8}

(b) Qualitative data: one-hop network connectivity data matrix
{1} 1 1 0 0 1 0 0 1
{2} 1 1 1 0 0 1 0 0
{3} 0 1 1 1 0 1 0 0
{4} 0 0 1 1 0 1 0 0
{5} 1 0 0 0 1 0 0 1
{6} 0 1 1 1 0 1 1 0
{7} 0 0 0 0 0 1 1 0
{8} 1 0 0 0 1 0 0 1

Table 2
Resemblance matrix with quantitative data using Euclidean distance.

{2} {3} {4} {5} {6} {7} {8}

{1} 1.94 4.99 6.81 4.27 4.49 4.77 2.51
{2} – 3.54 5.51 5.64 3.79 5.15 4.44
{3} – – 1.99 9.12 1.95 4.59 7.05
{4} – – – 11 2.72 5.07 8.63
{5} – – – – 8.77 8.61 3.83
{6} – – – – – 2.65 5.99
{7} – – – – – – 5.06
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� Single LINKage (SLINK), also called the nearest neighbor
method. It defines the similarity measure between two
clusters as the minimum resemblance coefficient among
all pair entities in the two clusters.

CSLINK ¼ MinðCð1;1Þ; Cð1;2Þ; � � � ;Cði;jÞ; � � � ;Cðm;nÞÞ ð5Þ
� Complete LINKage (CLINK), also called the furthest neigh-

bor method. It defines the similarity measure between
two clusters as the maximum resemblance coefficient
among all pair entities in the two clusters.

CCLINK ¼ MaxðCð1;1Þ;Cð1;2Þ; � � � ;Cði;jÞ; � � � ;Cðm:nÞÞ ð6Þ
� Un-weighted Pair-Group Method using arithmetic Averages

(UPGMA). This defines the similarity measure between
two clusters as the arithmetic average of resemblance
coefficients among all pair entities in the two clusters.
UPGMA is the most commonly adopted clustering
method.

CUPGMA ¼ 1
mn

Xm;n

i¼1;j¼1

Cði;jÞ ð7Þ

� Weighted Pair-Group Method using arithmetic Averages
(WPGMA). This is the simple arithmetic average of
resemblance coefficients between two clusters without
considering the cluster size.

CWPGMA ¼ 1
mn

Xm;n

i¼1;j¼1

WiCði;jÞ ð8Þ

The results of the HAC algorithm are usually depicted
by a binary tree or dendrogram, as shown in Fig. 2. The root
node of the dendrogram represents the whole data set and
each leaf is regarded as a node. The intermediate nodes,
thus, describe the extent that the nodes are proximal to
each other and the height of the dendrogram. Fig. 2 dem-
onstrates three different clustering results for the simple
8-node network depicted in Fig. 1 by using SLINK, CLINK,
UPGMA methods with quantitative data.

3.4. Step 4: cut the hierarchical cluster tree

To avoid clusters become oversized and to stop merging
of clusters, we make a cut by using a pre-configured
threshold value, such as transmission radius, number of
clusters, or cluster density. Fig. 3b shows a cutting of trans-
mission radius basing on the clustering result of UPGMA
with quantitative data. Fig. 4 illustrates that the sample

network has three corresponding clusters, {3, 6, 4, 7},
{1, 2, 8}, and {5} based on Fig. 3b.

3.5. Step 5: control the minimum cluster size

If the size of a cluster is smaller than the predefined
threshold, minimum cluster size, the cluster merges with
its closest neighboring cluster. Fig. 3c shows that the small
Cluster {5} is merged into Clusters {1, 2, 8}. Thus, Fig. 5 pre-
sents the final formatted clusters {3, 6, 4, 7} and {1, 2, 8, 5}.

3.6. Step 6: choose CHs

Once clustering is finished, CHs can be initially deter-
mined by different strategies. In this paper, CHs are the
nodes that satisfy two conditions: (i) the node is in the bot-
tom level, which merged into the cluster in the first step
and (ii) the node has the lower ID. As demonstrated in
Fig. 5, nodes 1 and 6 are the CHs of the Cluster {1, 2, 8, 5}
and {3, 6, 4, 7}, respectively.

4. Distributed hierarchical agglomerative clustering
(DHAC)

In this paper, we propose a DHAC algorithm for distrib-
uted environments by tailoring the HAC algorithms. The
main idea behind DHAC is that a node only needs one-
hop neighbor knowledge to build clusters. To illustrate
the feasibility of DHAC in WSNs, DHAC adopts the ‘‘general
assumptions” of WSNs as follows:

� The nodes in the network are quasi-stationary.
� The nodes are left unattended after deployment.
� Each node only has local information or the identifica-

tion of its one-hop neighbor nodes.
� All nodes have similar capabilities, processing, commu-

nication and initial energy.
� Propagation channel is symmetric.
� The transmission ranges of nodes are adjustable. All the

nodes have the capability to communicate with the sink
directly.

� The sink is static.

4.1. DHAC: cluster formation

Without the global knowledge, DHAC can make use of
the neighboring information to determine if a node actu-
ally needs to perform the clustering task. The rationale is
that every node knows its one-hop neighbors. Fig. 6 illus-
trates the pseudo code of the DHAC implementation for
WSNs.

4.1.1. Step 1 and 2: obtain input data set and build
resemblance matrix

The procedure ‘‘Set up ResM” (Fig. 6, lines 1–7) corre-
sponds to ‘‘obtain input data set” and ‘‘build resemblance
matrix” steps described in Section 3. To collect input data
and set up the local resemblance matrix, in the beginning,
each node elects itself as a cluster head and exchanges the
information via HELLO messages with its neighbors. In

Table 3
Resemblance matrix with qualitative data using SORENSON dissimilarity
coefficients.

{2} {3} {4} {5} {6} {7} {8}

{1} 0.5 0.75 1 0.143 0.778 1 0.143
{2} – 0.25 0.429 0.714 0.333 0.667 0.714
{3} – – 0.143 1 0.111 0.667 1
{4} – – – 1 0.25 0.6 1
{5} – – – – 1 1 0
{6} – – – – – 0.429 1
{7} – – – – – – 1

C.-H. Lung, C. Zhou / Ad Hoc Networks 8 (2010) 328–344 333



Fig. 6, lines 1–7 initialize the clustering process by setting
the current IDCH as IDNode and exchanging HELLO messages
with one-hop neighbors.

To illustrate the algorithm, based on the network shown
in Fig. 1, Table 4 presents the initial local resemblance
matrices of the singleton clusters after exchanging HELLO

messages. In Table 4, the resemblance coefficients are the
quantitative Euclidean distance which is based on the loca-
tion information from one-hop neighbors. For instance, at
first node 1 itself forms an initial Cluster {1} and it has
three neighbors, 2, 5, and 8.

Fig. 2. Dendrogram using different the HAC algorithms with quantitative data.

Fig. 3. Clustering steps and dendrogram using UPGMA with quantitative data.

Fig. 4. Generated clusters at Step 4, using UPGMA with quantitative data.
Fig. 5. Generated clusters at Step 5, using UPGMA with quantitative data.
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4.1.2. Step 3: execute the DHAC algorithm
After the clustering process ends, each cluster estab-

lishes its own local resemblance matrix, from which its
minimum coefficient (MCoeff) can be easily found. Each
cluster then determines its minimum cluster head (MCH).
If the IDNode of the MCH is larger than the CH, the CH will
send an INVITE message to the MCH. In Fig. 6, lines 10–16
specify two requirements: the sender node must be the
current CH, and the sender IDNode must be smaller than
MCH. Fig. 7 demonstrates each cluster’s response based on
its own resemblance matrix.

The following illustrates DHAC in detail, step by step:

� In Fig. 6, lines 17–23, when a CH receives an INVITE
message, it checks the source of the message. If the
source is itsMCH, the CH sends a CONFIRMmessage back
to the source, elects the source to be the new CH, and
turns into the sleep mode; otherwise, the CH sends back
a REJECT message. For example, node 2 is the initial CH
in Cluster {2}. When receiving an INVITE message from
Cluster {1}, Cluster {2} sends a CONFIRM message back
to Cluster {1}. In Fig. 7, Cluster {8} will send a REJECT
message to Cluster {5} when it receives an INVITE mes-
sage from Cluster {5}, since the MCH of Cluster {8} is
Cluster {1}.

Fig. 6. Pseudo code of DHAC in WSNs.
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� Once a CH receives a REJECT message from its MCH, the
CH stops sending the INVITE message until its resem-
blance matrix has been updated. For example, Cluster
{5} will stop sending the invite message to Cluster {8}.

� After receiving a CONFIRM message, the CH updates its
neighbor list and resemblance matrix, then it merges
with the cluster headed by MCH to form a new cluster
(Fig. 6, line 33–38). The resemblance matrices of two
clusters are updated through the chosen HAC algorithm.
Clusters {1} and {2}, for instance, will merge their
resemblance matrices and their neighbor lists.

� The CH of the new cluster broadcasts an INFORM mes-
sage to notify its neighbors to update their resemblance
matrices (Fig. 6, lines 25 and 37). Clusters update their
own resemblance matrix after receiving this INFORM
message, which contains the new cluster information
and the merged neighbor list.

The process will repeat until the while condition (line 9)
fails. During the clustering process, all CHs of clusters keep
listening. When a CH receives a message, it reacts based on
the message type. Table 5 lists the updated resemblance

matrices of new clusters using SLINK with quantitative
data after the first round of the DHAC algorithm execution.

4.1.3. Step 4: cut the hierarchical cluster tree
Using a predefined threshold, the while loops in Fig. 6,

lines 9–28, controls the upper bound size of clusters. The
control conditions correspond to the step of cutting the
hierarchical cluster tree.

4.1.4. Step 5: control the minimum cluster size
After clusters are generated by running DHAC, the min-

imum cluster size can also be used to limit the lower
bound of cluster size by performing the procedure ‘‘MERGE
CLUSTERS” (Fig. 6, lines 29–31).

4.1.5. Step 6: choose CHs
To choose the corresponding CHs, DHAC simply choose

the lower ID node between the two nodes that join the
cluster at the first step. The CH chosen does not require ex-
tra processing.

Fig. 6 (continued)
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4.1.6. Evaluation of cluster formation
Section 3 presents various options or variants of the

HAC algorithm. We have conducted detailed investigation
of DHAC and evaluated the effect of several parameters
and methods that are critical to DHAC. The investigation
in the area of cluster formation includes cluster size, clus-
ter range, and clustering methods. We used different topol-
ogies with 100 nodes, uniformly distributed in a
100 � 100 m2 field with different node degrees. To ensure
fair comparison of various HAC methods and reduce ran-
dom effects caused by the simulation, we execute 30 sim-
ulation runs for each scenario and calculate the mean
results. Detailed comparisons can be found in [30]. The
next paragraph highlights the results of some common
HAC algorithms.

With quantitative data, SLINK and CLINK result in two
extreme cases. SLINK tends to produce compact cluster
and the size of the clusters generated by SLINK is widely
spread, ranging from 2 to 98 when the average node degree
is below 5. Unbalanced cluster size can cause some nodes
to die quickly, while some nodes cannot report data in time
due to longer delays in scheduling. On the other hand,
CLINK produces many clusters. More clusters provide
shorter network reaction time at the expense of heavy in-
ter-cluster communications. Compared to SLINK and
CLINK, UPGMA and WPGMA generate similar and more
balanced numbers of clusters. Cluster range is another
important criterion to evaluate clustering methods. The

cluster range is defined as the maximum distance between
any two cluster members. In terms of cluster range, based
on the experimental results, SLINK generates the largest
range while UPGMA produces the smallest cluster range.
Hence, UPGMA is used for more simulation comparisons
that are shown in Section 5.

When DHAC used with qualitative data, a comparison of
different resemblance coefficient calculation methods with
the quantitative location data was conducted for evalua-
tion. Many methods are available to calculate the resem-
blance coefficients. There are three well-known methods,
JACCARD, SORENSON and simple matching, as illustrated
in Section 3. The UPGMA method was used due to the bet-
ter results it produced for quantitative data. The cluster
range drops with different rates when the node degree in-
creases. All three methods using qualitative data generate
a larger maximum cluster range than when using quantita-
tive location data. The simple matching method generates
the largest cluster range. When the node degree increases,
the cluster range of simple matching method remains al-
most unchanged while other methods decrease. The result
obtained from the SORENSON calculation is closer to that
of quantitative location data than other methods. There-
fore, the SORENSON method is selected for further studies
and comparisons shown in Section 5.

4.2. DHAC: cluster maintenance

After the cluster formation phase, DHAC uses the se-
quence of nodes merging into the current cluster as the
schedule. Each cluster member gets its assigned role and
starts to send data to CH in turns. DHAC uses the
‘‘TDMA + CDMA” model as the MAC layer protocol struc-
ture. During the cluster maintenance phase, DHAC adopts
the TDMA frame for intra-cluster communications. For in-
ter-cluster communication, we adopted an assumption: all
the nodes have the capability to communicate with the
sink directly, which is from the model used for LEACH
and many other similar works. In the following discussion,
DHAC uses CDMA to avoid the collision of communications
among different clusters and makes the chosen CHs to
communicate with the sink directly without using any
sophisticated routing strategy. In DHAC, we consider the
CHs as the representatives of their member nodes because
the CHs collect data from their members and the members
do not communicate outside of the cluster with CDMA.
With its hierarchical structure, DHAC can flexibly choose
a flat-routing protocol to get more efficient intra-cluster
communications. Since many research efforts have focused
on solving the routing issue in sensor networks with differ-
ent application scenarios, this paper emphasizes on the
cluster establishment and intra-cluster communications.

Since all the responsibilities of the CH require high en-
ergy dissipation, the CH role has to be rotated to different
nodes. DHAC uses automatic CH rotation and re-schedul-
ing to make energy dissipate uniformly through the whole
network.

4.2.1. Automatic CH rotation
Automatic CH rotation uses time to control the CH rota-

tion. After the cluster has run for several frames, the CH

Table 4
Initial local resemblance matrices with quantitative data using Euclidean
distance.

Neighbor Coefficient

Cluster {1}
{2} 1.94
{5} 4.27
{8} 2.51

Cluster {2}
{1} 1.94
{3} 3.54
{6} 3.79

Cluster {3}
{2} 3.54
{4} 1.99
{6} 1.95

Cluster {4}
{3} 1.99
{6} 2.92

Cluster {5}
{1} 4.27
{8} 3.83

Cluster {6}
{2} 2.79
{3} 1.95
{4} 2.72
{7} 2.65

Cluster {7}
{6} 2.65

Cluster {8}
{1} 2.51
{5} 3.83
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role automatically passes to the next node in the schedule.
When the CH role moves, every node still follows the same
time slot, the previous CH changes to sleep mode at the
end of its time slot and the new CH wakes up at the appro-
priate time and starts to collect data from other cluster
members. This CH rotation does not need any message ex-
change because every node of the cluster already has the
schedule from when the cluster formatted. In other words,
automatic CH rotation does not consume extra energy.

4.2.2. Re-scheduling
Re-scheduling is designed to keep energy dissipation

more uniform within the cluster. Under certain conditions,
the CH informs cluster members of a new schedule, then,
cluster members start to follow the new schedule. There
are two conditions that can trigger the re-scheduling.

� A cluster has a change. The change can be a new node
joining, or a node leaving or dead.

� The CH has lower energy than the threshold Th(energy).

ThðenergyÞ ¼ PðenergyÞ � 1
n

Xn
i¼1

RðenergyÞi ð9Þ

Fig. 7. The tasks of clusters based on its own local resemblance matrix.

Table 5
The first round of DHAC: updated resemblance matrices using SLINK with
quantitative data.

Neighbor Coefficient

Clusters {1,2}
{5} 4.27
{8} 2.51
{3, 6} 3.54
Member 2 1.94

Clusters {3,6}
{1,2} 3.54
{4} 1.99
{7} 2.65
Member 6 1.95

Clusters {4}
{3,6} 1.99

Clusters {5}
{1,2} 4.27
{8} 3.83

Clusters {7}
{3,6} 2.65

Clusters {8}
{1,2} 2.51
{5} 3.83

338 C.-H. Lung, C. Zhou / Ad Hoc Networks 8 (2010) 328–344



When cluster members send data to the CH, they also
send their current residual energy. Based on the collected
information, CH can calculate the average residual energy,
R(energy), within the cluster. Once the R(energy) of the CH
becomes lower than the Th(energy), the CH informs every
cluster member of the new schedule. The new schedule is
the sequence of the nodes in order of decreasing R(energy).
Eq. (9) presents the calculation of the threshold Th(energy)
by using a predefined percentage of average residual en-
ergy, P(energy).

4.2.3. Evaluation of cluster maintenance
Due to the re-scheduling energy cost, DHAC needs to

carefully choose the threshold, Th(energy), to avoid fre-
quent re-scheduling while achieving more uniform energy
dissipation. In other words, more uniform energy dissipa-
tion and reduced energy dissipation can both be critical
to the lifetime of network. Thus, the network lifetime is
used to help determine the Th(energy). In Eq. (9), DHAC
needs to specify the percentage of average residual energy,
P(energy), to calculate Th(energy). A number of simulation
experiments have been conducted to determine the value
of P(energy).

As depicted in Fig. 8, when P(energy) is changed from
30% to 80%, the DHAC with qualitative data maintain al-
most the same performance, whereas the DHAC with
quantitative data suffers a large variation, reaching the
best performance at P(energy) = 60%. Once P(energy) is lar-
ger than 80%, the performance of both input data types
quickly deteriorates. With both quantitative and qualita-
tive data, P(energy) = 60% offers good balance between
re-scheduling energy cost and uniform energy dissipation.
Therefore, P(energy) is fixed at 60% for subsequent simula-
tion analyses.

5. Simulation and performance results

This section presents the performance comparison
among the proposed DHAC, LEACH, and LEACH-C protocols.
As presented in Section 2, LEACH is a typical random-
selected-CH protocol and LEACH-C is a well-selected-CH
protocol; both are important hierarchical routing protocols.
Simulation experiments are carried out in the network
simulator NS-2 (version ns-2.29). To minimize the influ-
ence of random network deployment, protocols are exe-
cuted in 10 different network topologies and the mean
results are used for comparison.

The simulated WSNs consist of 100 homogeneous sen-
sor nodes randomly deployed within the sensing field from
(0, 0) to (100, 100). Simulation parameters are shown in
Table 6. The model and most of the parameters are similar
to those in [15]. Using these parameters, a simple energy
dissipation model of radio and processor hardware is pre-
sented as follows.

� Receiving energy dissipation. The energy consumed by
receiving 1 bit data, Eelec, depends on coding and modu-
lation. The energy consumed by receiving an L bit mes-
sage is thus given by

ERx ¼ L� Eelec ð10Þ
� Transmitting energy dissipation. Both the free space and

the multi-path fading channel models are used [20,9].
When the distance between the transmitter and recei-
ver, D, is larger than a specified threshold distance, d0,
the channel switches to the multi-path fading model,

ETx ¼ L� Eelec þ L� efs � D4 ð11Þ
Otherwise the channel follows the free space model
([14], p. 84),

ETx ¼ L� Eelec þ L� emp � D2 ð12Þ
� Computation energy dissipation. Data aggregation and

resemblance matrix updating cause computation energy
dissipation,

Ecom ¼ Efusion � SizeSignal � NumberSignal ð13Þ
The equation defines the computational costs of perform-
ing data calculation [[14], p. 86]. To perform data aggrega-
tion, CHs compress the collected data by using the
computation energy method depicted in Eq. (13). Thus, in
our simulation, the CHs will consume certain amount of

Fig. 8. Network lifetime of the first node dead versus P(energy) (%).

Table 6
Simulation parameters.

Parameter Value

Node number 100
Sensing filed range (0, 0)–(100, 100)
Channel bandwidth 1 Mbps
Threshold distance (d0) 5 m
Eelec 50 nJ/bit

C
��
fs

10 pJ/bit/m2

C
��
mp

0.0013 pJ/bit/m4

Efusion 5 nJ/bit/signal
Data rate 5 TDMA frames per 10 s
Einitial 1 J/node

Exchanged message size
Data packet size 500 bytes
HELLO 25 bytes
INVITE 25 bytes
SCHEDULE 25 bytes
CONFIRM 225 bytes
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energy, Ecom, to calculate collected data and compress the
data into one data packet.

We use three metrics to analyze and compare our sim-
ulation results for clustering and energy saving: network
lifetime, energy dissipation and the number of data pack-
ets received at the sink. We use Tn% to represent the net-
work lifetime when there are n% nodes dead. The metrics
are evaluated for LEACH, LEACH-C and DHAC with different
input data types. DHAC-LOC is the DHAC with location
quantitative data, DHAC-RSS is DHAC with the RSS quanti-
tative data and DHAC-CON is the DHAC with the connectiv-
ity qualitative data.

Fig. 9 presents the network lifetime corresponding to
different protocols when the sink locates at the center of
network. It can be observed that DHAC-LOC and DHAC-
RSS have the longest T100%. LEACH has the shortest network
lifetime: the T1% is 364 s and only 10% of the nodes are alive
at 585 s. Compared to LEACH, DHAC-CON prolongs T1% by
13.5%. Compared to DHAC, LEACH-C provides a longer life-
time than DHAC-CON but a shorter lifetime than DHAC-
LOC and DHAC-RSS. Although LEACH-C has a smaller death
rate at the beginning of network serving (until around 15%
of the nodes are dead), DHAC-LOC and DHAC-RSS have

more nodes alive the rest of the time which means better
sensing coverage. DHAC-LOC and DHAC-RSS provide
around 100 s longer T100% than LEACH-C.

Fig. 10. Number of nodes alive versus the amount of data packets
received at the sink (50, 50).

Fig. 9. Network lifetime, the sink at (50, 50).

Fig. 11. Total energy dissipation versus the amount of data packets
received to the sink (50, 50).

Fig. 13. Number of nodes alive versus the amount of data packets
received at the sink (50, 300).

Fig. 12. Network lifetime, the sink at (50, 300).
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Fig. 10 shows the number of data packets received at
the sink. Similar to what is observed in Fig. 9, DHAC-LOC
and DHAC-RSS outperform LEACH and slightly outperform
LEACH-C. When the last node died, the sink in DHAC-LOC
and DHAC-RSS received approximately 36,000 data pack-
ets, and DHAC-CON reached 26,500 data packets; LEACH

received 18,000 packets and LEACH-C received 34,000
packets.

To further investigate energy efficiency, we examined
the relationship between total energy dissipation and the
amount of data packets received at the sink. As illustrated
in Fig. 11, higher slopes signify higher efficiency since

Fig. 14. Time of the last nodes dead against the sink location.
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nodes send out more data with less energy. DHAC-LOC and
DHAC-RSS offer the best energy efficiency, while LEACH
provides the worst efficiency. LEACH-C still performs bet-
ter than DHAC-CON and slightly worse than DHAC-LOC
and DHAC-RSS.

In most applications of WSNs, the sink is usually de-
ployed far from the network field. Network nodes spend
more energy to communicate with the sink when it is lo-
cated far from the network. Fig. 12 shows the performance
of LEACH-C quickly decreases because a centralized proto-
col has to depend on the communication between the net-
work and the sink. Thus, LEACH-C requires another
constraint with the location and capability of the sink. In
Fig. 12, DHAC provided longer network lifetime than either
LEACH or LEACH-C. The T100% of LEACH-C is reduced to
709 s from 1000 s when the sink is located at (50, 50). In
Fig. 12, LEACH-C has 29% reduction of the amount of data
packets received at the sink than previous experiments,
while other protocols only have slight reductions in the
data received at the sink (see Fig. 13).

Moving the sink might cause huge changes of energy
dissipation. Fig. 14 investigates the effects of sink locations
by moving the sink from (50, 50) to (50, 450) while fixing
the X coordinate as 50. In Fig. 14a, while the sink is moving
further away, DHAC-LOC and DHAC-RSS keep approxi-
mately a factor of two times the lifetime compared with
LEACH, and DHAC-CON has a factor of 1.5 improvements.
While the sink moves further, the network lifetime of
LEACH-C decreases very quickly. After the sink moves fur-
ther than (50, 250), the performance of LEACH-C becomes
lower than DHAC. The performance of LEACH-C quickly de-
creases because a centralized protocol has to rely on the
communication between the network and the sink. As a re-
sult, LEACH-C can not suit many applications because the
sink is usually deployed far from the network field.

Fig. 14b–f individually indicates the T100% against the
location of the sink by using the confidence interval. Solid
marks indicate sample mean values l; and hollow marks
show two-sided 95% confidence interval, l� d, based on
10 different topologies. Since each sample mean l only
used 10 samples and we have no a priori knowledge on
the standard deviation of the population, the confidence

interval is related to Student’s t-distribution rather than
Gaussian distribution. Therefore d is given by
tð1�aÞ=2;v rffiffiffiffi

Ns

p ; where Ns ¼ 10 is the number of samples,

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNs

i¼1
ðTi�lÞ2

n�1

r
is the estimated standard deviation of

the population, and tð1�aÞ=2;v ¼ t0:05;9 ¼ 2:262 is a two-sided
critical value for a t-distribution (in our case, the confi-
dence level a ¼ 95% and the freedom of t-distribution
v ¼ n� 1 ¼ 9). Thus, the two-sided 95% confidence inter-
val is l� 2:262 rffiffiffiffi

10
p . Note that the population distribution

of ‘‘Time of % nodes dead” is still assumed to be Gaussian.
Refer to [[6], p. 146–155] for details. Given the fixed confi-
dence level a ¼ 95% Fig. 14e shows LEACH has the widest
confidence intervals due to its randomness on CH selec-
tion, while LEACH-C, shown in Fig. 14f, has the narrowest
confidence intervals than others. When the sink moves,
DHAC provides more stable performance than LEACH and
LEACH-C.

Fig. 15 depicts that the DHACs gain much better perfor-
mance when the network has light traffic. The data rate is
changed from 1 frame per 10 s to the maximum of 15
frames per 10 s. DHAC-LOC and DHAC-RSS have approxi-
mately 2500 s longer T100% than LEACH when the data rate
decreases to only 1 frame per 10 s. When the data rate
reaches 15 frames per 10 s, DHACs still have 145 s (from
236 s to 381 s) longer T100% than LEACH and LEACH-C. Since
LEACH and LEACH-C use a fixed period to control CH rota-
tion, the reclustering does not consider whether the CH has
enough energy to coordinate its cluster. When energy dis-
sipation is not fast and residual energy of CH is enough,
DHAC consumes less energy on re-scheduling than LEACH
and LEACH-C, which reclustering after a fixed period of
time. As a result, DHACs gain much better performance
when the network has light traffic.

To examine the influence of network topology, we
change the number of nodes from 50 to 250 within
100 � 100 m2 field and observe the network lifetime,
T100%, as shown in Fig. 16. When the node number is 50,
all algorithms have much shorter network lifetime since
each node has to spend more energy to communicate with
other nodes and manage the cluster. And the network life-
time increases with the scale of network: the T100% of

Fig. 15. Time of the 100% nodes dead versus different data rate. Fig. 16. Time of the 100% nodes dead versus number of sensor nodes.
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DHACs’ is improved 748 s on average when the node num-
ber is changed from 50 to 250. Meantime, the network life
of DHAC-CON approaches DHAC-LOC and DHAC-RSS, be-
cause DHAC-CON can result in more balanced clusters as
more neighbor information can be obtained. As we can ob-
serve from Fig. 16, compared with LEACH and LEACH-C,
DHACs at least provide 383 s (from 301 s to 684 s) longer
T100% when there are 50 nodes, and 505 s (from 959 s to
1464 s) when there are 250 nodes. Thus, we expect the
better performance from DHAC in large-scale networks
than that of LEACH and LEACH-C.

6. Conclusions

To adapt to the constraints of WSNs, many hierarchical
routing protocols have been proposed with different de-
sign goals, clustering criteria and basic assumptions. This
paper advocated the application of well-known the HAC
algorithm to WSNs and proposed a distributed approach,
DHAC, to classify sensor nodes into appropriate groups in-
stead of simply gathering nodes to some randomly selected
CHs. We demonstrated the application and evaluation of
methods, SLINK, CLINK, UPGMA, and WPGAM, with quan-
titative and qualitative data. We illustrated how to use
the DHAC approach to mitigate the problems encountered
with current protocols.

Our simulation model uses the networks with a number
of nodes uniformly distributed in a 100 � 100 m2 square
field. DHAC is directly compared to two well-known proto-
cols, LEACH and LEACH-C, with four criteria, network life-
time, energy dissipation, number of data packets received
at the sink, and network density. DHAC could also be indi-
rectly compared against other clustering approaches that
have been compared with LEACH. Various scenarios that
use different sink locations, data rates and total number
of nodes have been evaluated. The results demonstrate
that DHAC outperforms LEACH in all criteria. Compared
to LEACH-C, DHAC with quantitative data has better per-
formance in all criteria, and DHAC with qualitative data
performs better than LEACH-C when the sink is located
far from the network area. When the number of node in-
creases, DHACs still show higher performance than that
of LEACH and LEACH-C. All the simulation results reveal
that DHACs provide higher energy efficiency to meet the
constraints of WSNs. In addition, DHACs are more flexible
in terms of different WSN application scenarios. For in-
stance, if GPS is not available, we can use either RSS or con-
nectivity information to support clustering. Further, the
performance of DHAC-RSS is very close to that of DHAC-
LOC for various scenarios. RSS can be used to estimate
the distance between nodes to support heterogeneous sen-
sor devices or if the GPS component of some nodes fails.
DHAC-RSS can even replace DHAC-LOC to reduce the cost
for GPS.
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